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PREFACE  

 
The solid-state electronics industry faces relentless pressure to improve performance, increase 

functionality, decrease costs, and reduce design and development time.  As a result, device feature 

sizes are now in the nanometer scale range and design life cycles have decreased to fewer than five 

years.  

 

Until recently, semiconductor device lifetimes could be measured in decades, which was 

essentially infinite with respect to their required service lives. It was, therefore, not critical to 

quantify the device lifetimes exactly, or even to understand them completely. For avionics, 

medical, military, and even telecommunications applications, it was reasonable to assume that all 

devices would have constant and relatively low failure rates throughout the life of the system; this 

assumption was built into the design, as well as reliability and safety analysis processes.  

 

Technological pressures on the electronics industry to reduce transitor size and decrease cost 

while increasing transitor count per chip, however, runs counter to the needs of most high-

reliability applications where long life with exceptional reliability is critical. As design rules have 

become tighter, power consumption has increased and voltage margins have become almost non-

existent for the designed performance level.  In achieving the desired performance levels, the 

lifetime of most commercial parts is the ultimate casualty.  Most large systems are built with the 

assumption that electronic components will last for decades without failure.  However, counter to 

this assumption, device reliability physics is becoming so well understood that manufacturing 

foundries are designing microcircuits for a three- to seven-year useful life, as that is what most of 

the industry seeks.  The military, aerospace, medical, and especially the telecommunications 

industries cannot afford to depend on custom parts for their most sophisticated circuit designs.  

 

Hence, we have developed this guideline document as an approach for system designers and 

device reliability engineers to develop a better understanding of device failures as a result of 

wearout, and to provide a better understanding of how current reliability models are applied in 

practice. We describe the best possible approaches to modeling reliability concerns in some of the 
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more advanced microelectronic technologies, and provide in-depth descriptions on how to 

implement into reliability equivalent circuits for spacecraft, planets, instrument, C-matrix, events 

(SPICE) simulation. Within the inherent limitations of high-power, high-speed, commercial 

Complementary Metal Oxide Semiconductor (CMOS) devices, suggestions are developed on how 

to model the incipient failure rate, how to trade circuit performance with reliability, and how to 

obtain a predictable end-of-life or component-level system repair rate through realistic time-

dependent reliability prediction.  

 

The development of this handbook for evaluating and simulating microelectronic systems 

reliability has been an ongoing project of the Microelectronics Reliability Engineering program at 

the University of Maryland, College Park, for more than six years. The program has been funded 

by the Aerospace Vehicle Systems Institute (AVSI) Consortium and the NASA Electronic Parts 

and Packaging (NEPP) Program Scaled CMOS Reliability Task, as well as the Office of Naval 

Research. Several doctoral dissertations have resulted from this work and major contributions were 

carried out by a number of individuals, including Jöerg Walters, Xiaohu Zhang, Xiaojun Li, Bing 

Huang, Jin Qin, Mark White, Moshe Gurfinkel, Shahrzad Salami, Qinguo Fan, Zvi Gur, Michael 

Talmor, and Yoram Shapira. 
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EXECUTIVE SUMMARY  

 
This handbook presents a physics-of-failure approach to microelectronics reliability modeling 

and assessment. Knowledge of the root cause and physical behavior of key failure mechanisms in 

microelectronic devices has improved dramatically over recent years and has led to the 

development of more sophisticated reliability modeling tools and techniques. Some of these tools 

are summarized here.  

 

Chapter 1 provides an overview of traditional reliability prediction approaches, i.e., MIL-

HDBK-217 compared with some of the more recent reliability modeling and prediction 

approaches, including Reliability Aware Micro-Processor (RAMP) Model, Failure Rate Based 

SPICE (FaRBS) reliability simulation, and Maryland Circuit-Reliability Oriented (MaCRO) 

simulation. Chapter 2 describes the intrinsic wearout mechanisms of the electron device, including 

physics processes, mechanisms and models of electromigration (EM), hot carrier degradation 

(HCD), time-dependent dielectric breakdown (TDDB), and negative bias temperature instability 

(NBTI). In Chapter 3, the modules and processes of FaRBS reliability simulation, model parameter 

extraction, and derating of voltage and temperature for reliability are described. Sensitivity analysis 

and spacecraft, planets, instrument, C-matrix, events (SPICE) simulation of the wearout models are 

also discussed. To account for the effect of wearout mechanisms on circuit functionality and 

reliability, the device-level accelerated lifetime models are extended to microelectronic circuit-

level applications and an analog-to-digital converter reliability simulation using the FaRBS 

application is provided. Lifetime and failure equivalent circuit models for HCI, TDDB, and NBTI 

are presented in Chapter 4, Microelectronic Circuit Reliability Analysis and MaCRO. This chapter 

includes an illustrative case study for the purpose of demonstrating how to apply MaCRO models 

and algorithms to circuit reliability simulation, analysis, and improvement. The most common 

circuit structures used in reliability simulations are the ring oscillator, the differential amplifier, and 

the Static Random Access Memory (SRAM). The SRAM is selected as a case study vehicle to 

show the applicability of MaCRO models and algorithms in circuit reliability simulation and 

analysis.  Chapter 5, in conclusion, describes the microelectronic system aspect of reliability, 

including impact to the system of individual failure mechanism lifetime models, voltage and 

temperature acceleration, and qualification based on failure mechanism and application. A failure-
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mechanism-based qualification methodology using specifically designed stress conditions over 

traditional approaches (i.e., one voltage and one temperature) can lead to improved reliability 

predictions for targeted applications and optimized burn-in, screening, and qualification test plans.  
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1 INTRODUCTION  
 

1.1 Organization 

 Microelectronics integration density is limited by the reliability of the manufactured product at 

a desired circuit density. Design rules, operating voltage, and maximum switching speeds are 

chosen to ensure functional operation over the intended lifetime of the product. To determine the 

ultimate performance for a given set of design constraints, reliability must be modeled for its 

specific operating condition.  

 

Reliability modeling for the purpose of lifetime prediction is, therefore, the ultimate task of a 

failure physics evaluation. Unfortunately, existing industrial approaches to reliability evaluation 

fall short of predicting failure rates or wearout lifetime of semiconductor products. This is mainly 

attributed to the lack of a unified approach for predicting device failure rates, and the fact that all 

commercial reliability evaluation methods rely on the acceleration of a single, dominant failure 

mechanism.  

 

Over the last several decades, knowledge of the root cause and physical behavior of the critical 

failure mechanisms in microelectronic devices has grown significantly. Confidence in historical 

reliability models has led to more aggressive design rules that have been successfully applied to the 

latest Very Large Scale Integration (VLSI) technology. One result of improved reliability modeling 

has been accelerated performance; that is, performance beyond the expectation of Moore’s Law. A 

consequence of more aggressive design rules has been a reduction in the significance of a single-

failure mechanism. Hence, in modern devices, there is no single-failure mode that is more likely to 

occur than any other within a range of specified operating conditions. This is practically 

guaranteed by the integration of modern simulation tools in the design process. The consequence 

of more advanced reliability modeling tools is a new awareness that device failures result from a 

combination of several competing failure mechanisms.  
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1.2    Reliability Prediction from a Historical Perspective  

 Reliability modeling and prediction is a relatively new discipline. Only since World War II has 

reliability become a subject of study due to the relatively complex electronic equipment used 

during the war and the high failure rates observed.  

 

Since then, there have been two different approaches for reliability modeling corresponding to 

different time periods. Until the 1980s, the exponential, or constant failure rate (CFR), model [1] 

had been the only model used for describing the useful life of electronic components. It was 

common to the six reliability prediction procedures that were reviewed by Bowles [2] and was the 

foundation of the military handbook for reliability prediction of electronic equipments (known as 

the Military-Handbook-217 [MIL-HDBK-217] [3] series) that became the de facto industry 

standard for reliability prediction. Although the CFR model was used without physical 

justification, it is not difficult to reconstruct the rationale for the use of the CFR model, which 

mathematically describes the failure distribution of systems wherein the failures are due to 

completely random or chance events. Throughout that period, electronic equipment complexity 

began to increase significantly. Similarly, the earlier devices were fragile and had several intrinsic 

failure mechanisms that combined to result in a constant failure rate.  

 

During the 1980s and early 1990s, with the introduction of integrated circuits (ICs), more and 

more evidence was gathered suggesting that the CFR model was no longer applicable. Phenomena 

such as infant mortality and device wearout dominated failures; these failures could not be 

described using the CFR model. In 1991, two research groups, IIT Research Institute/Honeywell 

SSED and the Westinghouse/University of Maryland teams, both recommended that, on the basis 

of their research and findings, the CFR model should not be categorically applied [4] to further 

updates of MIL-HDBK-217. They further recommended that the exponential distribution should 

not be applied to every type of component and system without due awareness.  

 

The end of the CFR as a sole model for reliability modeling was officially set with the 

publication of the “Perry Memo.” Responding to increasing criticism of CFR, Secretary of Defense 

William Perry issued a memorandum in 1994 that effectively eliminated the use of most defense 
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standards, including the MIL-HDBK-217 series. Many defense standards were cancelled at that 

time and, in their place, the Department of Defense (DoD) encouraged the use of industry 

standards, such as the ISO 9000 series for quality assurance.  

 

Since then, the physics-of-failure approach has dominated reliability modeling. In this 

approach, the root cause of an individual failure mechanism is studied and corrected to achieve 

some determined lifetime. Since wearout mechanisms are better understood, the goal of reliability 

engineers has been to design dominant mechanisms out of the useful life of the components by 

applying strict rules for every design feature. The theoretical result of this approach is, of course, 

that the expected wearout failures are unlikely to occur during the normal service life of 

microelectronic devices. Nonetheless, failures do occur in the field and reliability prediction has 

had to accommodate this new theoretical approach to the virtual elimination of any one failure 

mechanism limiting the useful life of an electronic device.  

1.2.1 Traditional Approach  

MIL-HDBK-217  

 

The first brick of all traditional (empirical) reliabililty improvement methodologies was laid with 

MIL-HDBK-217.  It was published in 1965 to achieve the following goals:  

 

� To organize the reliability-data collected from the field.  

� To find the basis for better designs.  

� To give the “quantitative reliability requirements.”  

� To estimate the reliability before full-scale production [5].  

 

 MIL-HDBK-217 soon became a standard; it was subsequently updated several times to keep 

pace with technology advancement as well as the changes in prediction procedures. Meanwhile, 

other organizations started to develop their own prediction models suitable for their own industries.  
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In the 1990s, attempts were focused on finding an electronic system reliability assessment 

methodology, including causes of failures, that could be used in the design and manufacturing of 

electronic systems. To cover the vast range of electronic devices, the notion of a “similar-system” 

was invented. The term “similar-system” refers to a system that uses similar technology and is built 

for similar application, or performs a similar function. The next step was to find whether the 

“similar-system” was used for existing field data. The data from a predecessor system could be 

used to generate the prediction of a new “similar-system” to the extent that the new generation was 

evolutionary (not revolutionary). The key process was the translation of the almost-old data to the 

new similar-system by considering the differences reflected in complexity and temperature, as well 

as the environmental and learning factors [5].  

 

The last version of MIL-HDBK-217 (MIL-HDBK-217F) covers a wide range of major 

electronic component categories used in modern military systems, from microcircuits and discrete 

semiconductors to passive components such as resistors and capacitors [6]; for each of these areas, 

the handbook presents a straightforward equation for calculating the failure rate in failures per 

million hours. According to its claim, the goal of the handbook is to “establish and maintain 

consistent and uniform methods for estimating the inherent reliability of the mature designs of 

military equipment and systems” [3]. 

  

It is possible to classify the concepts behind the traditional MIL-HDBK-217F prediction 

procedures as:  

 

1. The constant-failure-rate: The constant-failure-rate reliability model is used by most of the 

empirical-electronic reliability prediction approaches. The failure rate of the system containing 

different components is the summation of its components, which means that all system 

components are in series.  

2. � factors: Almost all of the traditional prediction methods have a base failure rate modified by 

several � factors. Microcircuits, gate/logic arrays, and microprocessors incorporate stress 

models as a combination of package and parts.  Examples of � factors include �CF 

(Configuration Factor), �E (Environmental Factor), and �Q (Quality Factor).  These 
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multiplication factors are included in the total failure rate calculation, Equation (1.1); are 

defined in MIL-HDBK-217F; and are based on different configuration levels, environmental 

stress levels, and quality levels for the part.   

3. Two basic methods for performing reliability prediction based on the data observation include 

the parts count and the parts stress analysis. The parts count reliability prediction method is 

used for the early design phases, when not enough data is available but the numbers of 

component parts are known. The information for parts count method includes generic part 

types, part quantity, part quality levels (when known or can be assumed), and environmental 

factors. The general expression for item failure rate with this method is:  

 

 (1.1) 

 

where �S is the total failure rate, �g is the failure rate of the ith generic part, �Q is the quality factor of 

the ith part, Ni is the quantity of the ith generic part, and n is the number of the generic part 

categories. If the parts operating in the equipment are operating in more than one environment, the 

above equation is applied to each portion of the equipment in a distinct environment. The overall 

equipment failure rate is obtained by summing the failure rates for each environment.  

 

 The part stress model is based on the effect of mechanical, electrical, and environmental stress 

and duty cycles, such as temperature, humidity, vibration, etc., on the part failure rate. The part 

failure rate varies with applied stress and the strength-stress interaction determines the part failure 

rate [7]. This method is used when most of the design is complete and the detailed part stress 

information is available. It is applicable during later design phases as well. Since more information 

is available at this stage, the result is more accurate than the part count method. An example of the 

microelectronic circuit part stress is: 

 

 (1.2) 
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where �p is the part failure rate and C1, C2 are the complexity of the die base failure rate (such as 

the number of gates) and the complexity of the package type (such as pin count), respectively; �T is 

the temperature acceleration factor for the related failure mechanism; �E is the environmental 

factor; and �L is the learning factor, which considers the maturity of the device manufacturing line 

[6].  

 

 Component quality affects the part failure rate and is based on the component quality level, 

which is determined by the tests and screening in the manufacturing process. Since there are 

different technologies in this regard, there are several types of quality levels.  

 

 The environmental � factor defines the sensitivity of environmental stress on the device. 

Different prediction methods have their own list of environmental factors suitable for their device 

conditions. For instance, the environmental � factors defined in MIL-HDBK-217F cover almost all 

of the environmental stresses suitable for military electronic devices (the exception is ionizing 

radiation).  

 

 The learning factor shows the maturity of the device and suggests that the first versions are less 

reliable than subsequent generations. For instance, the learning � factor in the military handbook 

tries to take into consideration the effect of the number of years that the product has been in 

production. Therefore, the appropriate acceleration models are applied to the failure rates.  

 

 Table 1.1 gives the temperature acceleration factor used in some of the traditional prediction 

procedures [2]. 
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Table 1.1.  Different procedural temperature acceleration factors.  

 

Procedural 
Method  

Temperature Acceleration Factor  

MIL-HDBK-217F  �T = 0.1 exp[�A( 1/Tj � 1/298)]  
HRD4  �T = 1, for Tj �70�; 2.6 • 104 exp[� 3500/Tj ] + 1.8 • 1013 exp[�11600/Tj ], for Tj > 70�  

NTT  �T = exp[3480(1/339 � 1/Tj)] + exp[8120(1/356 � 1/Tj)]  
CNET  �T = A1 exp[� 3500/Tj] + A2 exp[11600/Tj]  
Siemens  �T = A exp[Ea1 • 11605(1/Tj1 � 1/Tj2)] + (1 � A) exp[Ea2 • 11605(1/Tj1 � 1/Tj2)] 
 

 

 The common acceleration models are:  

 

  Arrhenius Law of Temperature 

 

 (1.3) 

 

where Ea is the activation energy, k is the Boltzmann’s constant, and T1 and T2 are temperatures in 

Kelvin.  

 

  Kemeny Model for Voltage Acceleration 

 

 (1.4) 

 

where Vcb is the collector-base voltage, Vcbmax is the maximum collector-base voltage before 

breakdown, and C0 and C1 are material-related constants. 
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Peck’s Law for Temperature Humidity  

 

 (1.5) 

 

where Muse is the moisture level in service, Mtest is the moisture level in test, and n is a material 

constant. 

 

  Coffin-Mason Based Law for Fatigue  

 

 (1.6) 

 

 

Examples of traditional reliability prediction approaches include the Telcordia, CNET, RDF, 

SAE, BT-HRD-5, Siemens, NTT, PRISM, and FIDES procedures. Table 1.2 provides common 

applications and procedural methods for those traditional approaches [8]:  

 

Table 1.2.  Procedural methods and applications. 

 

Procedural Method Application 
MIL-HDBK-217 
Telcordia SR-332 
CNET 
RDF-93 and 2000 
SAE Reliability Prediction 
Method 
BT-HRD-5 
Siemens SN29500 
NTT Procedure 
PRISM 
FIDES 

Military 
Telecom 
Ground Military 
Civil Equipment 
Automotive 
Telecom 
Siemens products 
Telecom 
Commercial and Military 
Aeronautical and Military 
Aeronautical and Military 
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Telcordia  

 

 The Telcordia (also called Bellcore) methodology from May 2001 was developed by Bell 

Communication Research (Telcordia Technologies Inc.) and focuses on equipment for the 

telecommunications industry. The main concepts in MIL-HDBK-217 and Telcordia SR-332 are 

similar, but Telcordia’s SR-332 includes the ability to incorporate burn-in, field, and laboratory test 

data using a Bayesian analysis.  

 

The basis of the Telcordia model for devices is referred to as the black box technique. This 

parts count method defines a black box steady-state failure rate, �BB, for different device types as:  

 

 (1.7) 

  

where �G is the generic steady-state failure rate for the particular device, �Q is the quality factor, �S 

is the electrical stress factor, and �T is the temperature factor.  

 

 

Parts count steady-state failure rate for units, �PC, is defined by:  

 

 (1.8) 

 

where �SSi is the steady-state device failure rate of device i, �E is the unit’s environment factor, Ni is 

the quantity of device type i, and n is the number of device types in the unit.  
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The system failure rate, �SYS, is the sum of all failure rates of the units contained in a system:  

 (1.9) 

 

where �PCi is the failure rate of unit j and M is the number of units in system.  

 

PRISM  

 

 PRISM was developed by the Reliability Analysis Center (RAC) under contract with the U.S. 

Air Force in the 1990s. The latest version of the method, which is available in a software version, 

was released in July 2001. RAC Rates is the name of the PRISM mathematical model for 

component failure rates; the component models are based on data derived from several sources. 

PRISM applies Bayesian methods with empirical data to obtain a system-level prediction. This 

methodology considers the failures of components as well as those related to the system. However, 

the component models are the heart of the analysis. The methodology provides different models for 

capacitors, diodes, integrated circuits, resistors, thyristors, transistors, and software. The total 

component failure rate is composed of:  

1. Operating conditions.  

2. Non-operating conditions.  

3. Temperature cycling.  

4. Solder joint.  

5. Electrical overstress (EOS).  

 

For components without a defined RAC Rates model, PRISM provides “Non-electronic Parts 

Reliability and Electronic Parts Reliability Data” books for reference. A multitude of part types can 

be found in these references with failure rates for various environments. 
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The general PRISM failure rate of a system, �SYS, is:  

 

 (1.10) 

 

where PG is the process grade, �P is the RAC Rate failure rate of the ith component, and �SW is the 

RAC Rate failure rate of software.  

 

Unlike other handbook constant failure rate models, RAC Rates models do not have a separate 

factor for part quality level. Quality level is implicitly accounted for by a method known as process 

grading. Process grading addresses factors such as design, manufacturing, part procurement, and 

system management, which are intended to capture the extent to which measures have been taken 

to minimize the occurrence of system failures.  

 

FIDES  

 

The FIDES [9, 10] prediction method attempts to predict the constant failure rate experienced 

in the useful life portion of the classic bathtub curve. This approach models intrinsic failures 

together with extrinsic failures resulting from equipment specification, design, production, and 

integration, as well as selection of the procurement route. The methodology takes into account 

failures resulting from development and manufacturing and the over-stresses linked to the 

application, such as electrical, mechanical, and thermal. At the highest level, the FIDES method is 

comprised of three basic factors:  

 

Phy Partmanufacturing Process� � � �� � �      (1.11) 

  

where �Phy is the physical contribution, �Partmanufacturing is a factor representing quality and 

manufacturing technical control, and �Process covers all processes from specification to field 

operation and maintenance. �Phy is expressed as:  
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0( )Phy acceleration induced
physicalcontributions

� � � �
� �

� � �	 

� �


      (1.12) 

 

where �0 is the basic failure rate that depends on the technological characteristics, �acceleration is an 

environmental acceleration factor vs. use conditions, and �induced is the overstress factor.  

 

Limitations  

 

 MIL-HDBK-217, as the origin for almost all traditional reliability approaches, has limitations.  

MIL-HDBK-217 has not been updated since 1995, and most ICs have not been updated since 

1991.  Therefore, more recent technologies are not included or defined.  Table 1.3 shows a 

comparison and some of the limitations of MIL-HDBK-217, compared to the physics of failure 

approach [6].  

 

Despite a variety of empirical prediction models, the majority of engineers still use MIL-

HDBK-217.  A Crane survey shows that almost 80 percent of the respondents use the Military 

handbook, while PRISM and Telcordia are second and third. Inconsistency among different 

traditional prediction methods is the main problem facing engineers.  
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Table 1.3.  A Comparison between MIL-HDBK-217 and Physics–of-Failure Approach. 
Issue Mil-Hdbk-217 Physics of Failure 

Model Development Models can’t provide accurate design or manufacturing 
guidance since they were developed from assumed 
constant failure-rate data, not root-cause, time-to-failure 
data. A proponent representative’s quote is germane: 
“Therefore, because of the fragmented nature of the data 
and the fact that it is often necessary to interpolate or 
extrapolate from available data when developing new 
models, no statistical confidence intervals should be 
associated with the overall model results” [12]. 

 

Models based on science/engineering first principles. Models can 
support deterministic or probabilistic applications. 

Device Design 
Modeling 

The Mil-Hdbk-217 assumption of perfect designs is not 
substantiated due to lack of root-cause analysis of field 
failures. Mil-Hdbk-217 models do not identify wearout 
issues. 

 

Models for root-cause failure mechanisms allow explicit of the impact 
that design, manufacturing, and operation have on reliability.   

Device Defect 
Modeling 

Models can’t be used to 1) consider explicitly the impact of 
manufacturing variation on reliability, or 2) determine 
what constitutes a defect, or how to screen/inspect defects. 

 

Failure mechanism models can be used to 1) relate manufacturing 
variation to reliability, and 2) determine what constitutes a defect 
and how to screen/inspect. 

Device Screening Mil-Hdbk-217 promotes and encourages screening without 
recognition of potential failure mechanisms.  

 

Provides a scientific basis for determining the effectiveness of 
particular screens or inspections. 

Device Coverage Doesn’t cover new devices for approximately the first 5–8 
years. Some devices, such as connectors, weren’t updated 
for more than 20 years. Developing and maintaining 
current design reliability models for devices is an 
impossible task. 

Generally applicable—applies to both existing and new devices—
since failure mechanisms are modeled, not devices. Thirty years of 
reliability physics research has produced and continues to produce 
peer-reviewed models for the key failure mechanisms applicable to 
electronic equipment. Automated computer tools exist for printed 
wiring boards and microelectronic devices. 

 

Use of Arrhenius 
Model 

Indicates to designers that steady-rate temperature is the 
primary stress designers can reduce to improve reliability. 
Mil-Hdbk-217 models will not accept explicit temperature 
change inputs. Mil-Hdbk-217 lumps different acceleration 
models from various failure mechanisms together, which is 
unsound. 

 

The Arrhenius model is used to model the relationships between 
steady-state temperature and mean time-to-failure for each failure 
mechanism, as applicable. In addition, stresses due to temperature 
change, temperature rate of change, and spatial temperature 
gradients are considered, as applicable. 

Operating  
Temperature 

Explicitly considers only steady-state temperature. Effect of 
steady-state temperature is inaccurate because it is not 
based on root-cause, time-to-failure data. 

 

The appropriate temperature dependence of each failure mechanism is 
explicitly considered. Reliability is frequently more sensitive to 
temperature cycling, provided adequate margins are given against 
temperature extremes [13]. 

 
Operational 

Temperature 
Cycling 

Does not support explicit consideration of the impact of 
temperature cycling on reliability. No way of superposing 
the effects of temperature cycling and vibration. 

 

Explicitly considers all stresses, including steady-state temperature, 
temperature change, temperature rate of change, and spatial 
temperature gradients, as applicable to each root-cause failure 
mechanism. 

 
Input Data Required Does not model critical failure contributors, such as 

materials architectures, and realistic operating stresses. 
Minimal data in, minimal data out. 

Information on materials, architectures, and operating stresses—the 
things that contribute to failures. This information is accessible 
from the design and manufacturing processes of leading electronics 
companies. 

 
Output Data A proponent representative’s quote offers some illumination: 

“Mil-Hdbk-217 is not intended to predict field reliability 
and, in general, does not do a very good job in an absolute 
sense” [12]. 

Provides insight to designers on the impact of materials, architectures, 
loading, and associated variation. Predicts the time-to-failure and 
failure sites for key failure mechanisms in a device or assembly. 
These failure times and sites can be ranked. This approach supports 
either deterministic or probabilistic treatment. 

 
DoD/Industry 

Acceptance 
Mandated by government, 30-year record of discontent. Not 

part of the US Air Force Avionics Integrity Program 
(AVIP). No longer supported by senior US Army leaders. 

 

Represents the best practices of industry.  

Coordination  Models have never been submitted to appropriate 
engineering societies and technical journals for formal peer 
review. Future tri-service coordination at issue. 

Models for root-cause failure mechanisms undergo continuous peer 
review by leading experts. New software and documentation 
currently being coordinated with leading electronics companies 
worldwide, US Army, and AVIP to start. 

 
Relative Cost of 

Analysis 
Cost is high compared with value added. Can misguide 

efforts to design reliable electronic equipment. 
Intent is to focus on root-cause failure mechanisms and sites, which is 

central to good design and manufacturing. Acquisition flexible, so 
costs are flexible. The approach can result in reduced life-cycle 
costs due to higher initial and final reliabilities, reduced probability 
of failing tests, reductions in hidden factory, and reduced support 
costs. 
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1.2.2 Physics-of-Failure Approach  

 Attempts, which began during the 1970s, to include physics-of-failure into military handbooks 

were not very successful. Although the need for a physics-of-failure methodology was realized in 

the 1970s, a physics-of-failure-like model for small-scale CMOS technology was not introduced 

until 1989. Even so, this approach, as an independent methodology, only started to attract attention 

during the 1990s in the form of recommendations to update the military handbook. The 

recommendations addressed the weaknesses of traditional approaches: (1) the misleading use of 

constant physics-of-failure, (2) the use of the Arrhenius temperature model, (3) the modeling of 

wearout mechanisms, and (4) modeling mechanisms such as brittle die fracture.  

 

The physics-of-failure methodology can be summarized as follows:  

 

� Identify potential failure mechanisms, e.g., chemical, electrical, physical, mechanical, 

structural, or thermal processes leading to failure, and the failure sites on each device.  

� Expose the product to highly accelerated stresses to find the dominant root-cause of failure.  

� Identify the dominant failure mechanism as the weakest link.  

� Model the dominant mechanism (what and why the failure takes place).  

� Combine the data gathered from acceleration tests and statistical distributions, e.g., Weibull 

distribution, Lognormal distribution.  

� Develop an equation for the dominant failure mechanism at the site and its mean time-to-

failure (MTTF).  

 

Physics-of-failure modeling and simulation tools are the key elements in this approach. There 

are two computer-based modeling and simulation tools: Computer-Aided Design of 

Microelectronic Packages (CADMP-2) and Computer-Aided Life-Cycle Engineering (CALCE). 

The CADMP-2 assesses the reliability of electronics at the package level; CALCE assesses the 

reliability of electronics at the printed wiring board level. Together, these two models provide a 

framework to support a physics-of-failure approach for reliability in electronic systems design.  
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The CADMP-2 is a set of integrated software programs that can be used to design and assess 

the reliability of integrated circuit, hybrid and multi-chip module packages. Figure 1.1 shows the 

input and output of this software.  

 

The CALCE software provides an environment for incorporating various tools associated with 

reliability, supportability, producibility, and costing tasks into the design of electronic systems in 

the earliest stages of the design process. Figure 1.2 shows the inputs and outputs of this software 

[24]. The main advantage of the physics-of-failure methodology is that contributing failure causes 

are based on scientific knowledge; that knowledge provides the scientific basis for reliability 

prediction, incorporating relevant information on materials, architectures, and operating stresses. 

Moreover, since accelerated stress tests are one of the main methods for finding the degradation 

model parameters, the test results could help provide the necessary test criteria for the product as 

well.  

 

 

 

Fig. 1.1.  CADMP-2 inputs and outputs. 
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Fig. 1.2.  CALCE inputs and outputs. 

 

The objectives of the physics-of-failure methodology are “to develop a physics-of-failure 

handbook for reliability assurance containing a methodology for assessing system reliability on the 

basis of environmental and operating stresses, the materials used, and the packaging selected,” and 

“development of mixture models which consider both early and premature wearout failures caused 

by the displacement of the mean and variability due to manufacturing, assembly, handling, and 

misapplication” [4]. However, there are some serious challenges in implementing this approach, 

Ref. Table 1.3.   

1.2.3 Recent Approach: RAMP  

 In 2003, IBM published the Reliability Aware Micro-Processor (RAMP) model for processor 

reliability. RAMP models chip mean-time-to-failure as a “function of the failure rates of individual 

structures on the chip due to different failure mechanisms, and can be used to evaluate the 

reliability implications of different applications, architectural features and processor designs” [25]. 

In addition, it is claimed that the above-mentioned model is a self-standing module that could be 

attached to simulators to make power and temperature predictions [13].  
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In IBM’s report, processor errors are classified into two main categories: soft and hard.  Hard 

errors are subclassified into intrinsic and extrinsic failures. RAMP only models intrinsic processor 

failures because long-term processor reliability is dominated by wearout or intrinsic failures. 

However, IBM believes that RAMP can be extended to model soft errors.  

 

Although main wearout intrinsic failure mechanisms affecting processors are those related to 

electromigration, stress migration, time-dependent dielectric breakdown, temperature cycling and 

hot carrier injection, negative-bias temperature inversion and corrosion, RAMP only considers the 

first four; however, it could cover the others as well. It should be noted that RAMP uses the 

Arrhenius model to show the dependence of processor failures on temperature; due to the direct 

processor reliability relation to the operating temperature, it is expected that many reliability 

problems are the result of elevated processor temperature.  

 

RAMP uses MTTF to measure reliability. To calculate MTTF, RAMP assumes all failure 

mechanisms have constant failure rates. This assumption is clearly inaccurate; however, it allows 

RAMP to combine different failure mechanisms and provides a unified MTTF. Assuming a 

constant failure rate, the MTTF is calculated as the inverse of the failure rate. The system 

reliability model used in RAMP is the sum-of-failure-rates model. RAMP treats each structure on a 

chip as a separate component that can fail in different ways corresponding to various failure 

mechanisms. The “competing risk model” determines the dominant component failure mechanism, 

and the “series model” estimates the system failure rate (based on the failure rate of each 

component). 

 

To calculate the failure rate of a component using the competing risk model, RAMP makes the 

following assumptions:  

 

� Each failure mechanism proceeds independently of every other, at least until a failure occurs.  

� The component fails when the first of all competing failure mechanisms reaches a failure state.  

� Each of the failure mechanisms has a known life distribution model.  
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If there are k failure mechanisms and the failure rate of the component due to the ith failure 

mechanism is �i(t), then the failure rate of the component due to all failure mechanisms, �C(t) is 

given by:  

 

 (1.13) 

 

In the case where a component has a constant failure rate �C, the MTTF for that component is 

given by:  

 

 (1.14) 

 

where �i is the failure rate due to each failure mechanism.  

 

The “series model” is also applied to estimate the systems reliability based on the components. 

By applying the same set of assumptions used for the “competing risk model,” i.e., a system 

consisting of j components fails when the first component fails, the MTTF of the system is given 

by:  

  

      (1.15) 

 

where �i is the failure rate of the ith component and �il is the failure rate of the ith component due to 

the lth failure mechanism.  

1.3 Reliability Modeling and Prediction Today  

 Reliability device simulators have become an integral part of the design process. These 

simulators successfully model the most significant physical failure mechanisms in modern 
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electronic devices, such as time-dependent dielectric breakdown (TDDB), negative bias 

temperature instability (NBTI), electromigration (EM), and hot carrier injection (HCI). These 

mechanisms are modeled throughout the circuit design process so that the system will operate for a 

minimum expected useful life.  

 

Modern chips are composed of tens or hundreds of millions of transistors. Hence, chip-level 

reliability prediction methods are mostly statistical. Today, chip-level reliability prediction tools 

model the failure probability of the chips at the end of life, when the known wearout mechanisms 

are expected to dominate. However, modern prediction tools do not predict the random, post burn-

in failure rate that can be seen in the field.  

 

Chip and packaged system reliability is measured as rate of failure in time (FIT). The FIT is 

defined as one failure per billion part hours. The semiconductor industry provides an expected FIT 

rate for every product that is sold based on operation within the specified conditions of voltage, 

frequency, heat dissipation, etc. Hence, a system reliability model is a prediction of the expected 

mean time between failures (MTBF) for an entire system as the reciprocal of the sum of the FIT 

rates for every component.  

 

The failure rate of a component can be defined in terms of an acceleration factor, AF, as:  

 

     (1.16) 

 

where “Number of failures” and “Number of tested” are the number of actual failures that occurred 

as a fraction of the total number of units subjected to an accelerated test. The acceleration factor, 

AF, is generally established by the manufacturer for a given technology and product, as they know 

the impact of different failure mechanisms on their designs accelerated in the High Temperature 

Operating Life (HTOL); this information is generally based on a company proprietary variant of 

the MIL-HDBK-217 approach for accelerated life testing. The true task of reliability modeling, 
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therefore, is to choose an appropriate value for AF based on the physics of the dominant failure 

mechanisms that would occur in the field for the device.  

 

The HTOL qualification test is usually performed as the final qualification step of a 

semiconductor manufacturing process. The test consists of stressing some number of parts, usually 

about 100, for an extended time, usually 1000 hours, at an accelerated voltage and temperature. 

Two features shed doubt on the accuracy of this procedure. One feature is lack of sufficient 

statistical data due to too few parts; the second is that manufacturers stress their parts under 

relatively low stress levels to guarantee zero failures during qualification testing.  Unfortunately, 

with zero failures, little statistical data is acquired.  

 

The accepted approach for measuring FIT would, in theory, be reasonably correct if there is 

only a single dominant failure mechanism that is excited equally by either voltage or temperature. 

For example, EM is known to follow Black’s equation (described later) and is accelerated by 

increased stress current in a wire or by increased temperature of the device. If, however, multiple 

failure mechanisms are responsible for device failures, each failure mechanism should be modeled 

as an individual “element” in the system and the component survival is modeled as the survival 

probability of all the “elements” as a function of time.  

 

If multiple failure mechanisms, instead of a single mechanism, are assumed to be time-

independent and independent of each other, FIT (constant failure rate approximation) rates can be a 

reasonable measure of realistic field failures. Under the assumption of multiple failure 

mechanisms, each will be accelerated differently, depending on the physics that are responsible for 

each mechanism. If, however, an HTOL test is performed at an arbitrary voltage and temperature 

for acceleration based only on a single failure mechanism, then only that mechanism will be 

accelerated. If multiple failure mechanisms with different sensitivity functions to acceleration 

conditions exist, a choice of only one HTOL test point is biasing the results.  
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1.3.1 Competing Mechanisms Theory  

 Whereas failure-rate qualification has not improved over the years, the semiconductor 

industry’s understanding of the reliability physics of semiconductor devices has advanced 

enormously. Every known intrinsic wearout failure mechanism is well understood and the 

processes are so tightly controlled that electronic components are designed to perform with 

reasonable life and with no single dominant failure mechanism. Standard HTOL tests generally 

reveal multiple intrinsic failure mechanisms during testing, which would suggest also that no single 

failure mechanism would dominate the FIT rate in the field. Therefore, in order to derive a more 

accurate model for FIT, a preferable approximation would be that all failures are equally likely and 

that the resulting overall failure distribution will resemble a constant failure rate process that is 

consistent with the military handbook, FIT rate approach. 

  

The acceleration of a single failure mechanism is a highly non-linear function of temperature 

and/or voltage. The temperature acceleration factor (AFT) and voltage acceleration factor (AFV) can 

be calculated separately; this is the subject of most studies concerning reliability physics. The total 

acceleration factor of the different stress combinations will be the product of the acceleration 

factors of temperature and voltage.  

 

This acceleration factor model is widely used as the industry standard for device qualification; 

however, it only approximates a single dielectric breakdown type of failure mechanism and does 

not correctly predict the acceleration of other mechanisms.  

 

To be even approximately accurate, however, electronic devices should be considered to have 

several failure modes degrading simultaneously. Each mechanism “competes” with the others to 

cause an eventual failure. When more than one mechanism exists in a system, the relative 

acceleration of each one must be defined and averaged at the applied condition. Every potential 

failure mechanism should be identified and its unique AF should be calculated for each mechanism 

at a given temperature and voltage so that the FIT rate can be approximated for each mechanism 

separately, where each mechanism leads to an expected failure unit per mechanism, FITi. 

Unfortunately, again, individual failure mechanisms are not uniformly accelerated by a standard 
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HTOL test, and the manufacturer is forced to model a single acceleration factor that cannot be 

combined with the known physics-of-failure models.  

 

The history of reliability prediction of microelectronic devices can be categorized into two 

distinct phases:  

 

1. The first phase relied on traditional methods, or empirical models. These traditional methods 

are based on the data gathered either from laboratory tests or fielded applications; the statistical 

curve fitting of the component failure data provides the required mathematical model. 

Depending on the specific sources and environment used to collect the data, the models 

provide predictions for the relevant area. Due to data diversities, the predictions are different as 

well. Almost all of the procedures are based on the data gathered from the field with 

extrapolation from devices that are similar to each other. These procedures model past 

experience and data to estimate the reliability of similar or modified products and to deal with 

the early defects and random events.  

 
2. The second phase, physics-of-failure, is an approach that uses the “knowledge of the root-cause 

failure mechanism” [14]. This approach tries to bring the prediction to increased scientific 

accuracy. Physics-of-failure focuses on device end-of-life failure mechanisms. Unlike 

traditional methodologies, this approach studies the impact of different parameters on single-

device wearout mode.  

 

Combining these two methodologies can develop into a powerful framework for predicting 

microelectronic device reliability.  

1.3.2 FaRBS  

 FaRBS (Failure-Rate-Based SPICE [spacecraft, planet, instrument, C-matrix, events]) [15] is a 

circuit-level simulation method that is based on the physics-of-failure and sum-of-failure-rates 

(SOFR) models. It combines the modules of SPICE (simulation program with integrated circuit 

emphasis), semiconductor wearout models, integrated circuit system reliability models, accelerated 
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factor models, and the SOFR reliability model.   The FaRBS simulation methodology is presented 

in Chapter 3. 

1.3.3 MaCRO  

 MaCRO (Maryland Circuit-Reliability Oriented) [16] is an integrated circuits emphasis 

(SPICE) simulation method that was developed based on the rate-of-failure concept and failure-

equivalent circuit-modeling techniques. MaCRO consists of a series of accelerated lifetime models 

and failure-equivalent circuit models for common silicon intrinsic wearout mechanisms, including 

HCI, TDDB, and NBTI. The MaCRO simulation is a first-order approach that does not fully 

characterize the micro-cosmic interactions among the wearout mechanisms. This assumption 

simplifies the device-wearout modeling process and makes the MaCRO compatible with the 

standard simulation tools. MaCRO has promised a way for system designers and device reliability 

engineers to better prepare for the reliability challenges that will be present in future-generation 

technologies. The overall simulation flow of MaCRO is straightforward; the SPICE routine is only 

called for a very limited number of times to simulate the impact of the device wearout on circuit 

functionality.  The MaCRO simulation methodology is presented in Chapter 4. 

1.4 Summary  

 As has been shown above, the latest generations of electronic-system-reliability prediction 

(RAMP, FaRBS, and MaCRO) have formed a framework for electronics reliability research. The 

paradigm began with the so-called traditional reliability approaches. Operational and non-

operational data are gathered and formulated in the first steps of scientific theorization. As was 

expected, the chief disadvantage of these methodologies is the lack of scientific reasoning in 

device/system failures. Although traditional methodology is based on the empirical data, which is 

the foundation of any scientific method, it does not describe the physics behind the failures. 

However, it nevertheless provides a tool to deal with electronic device reliability prediction. 

Despite the fact that traditional approaches may not provide an accurate prediction, subsequent 

modified versions could fulfill the primary requirements. The history of traditional reliability 

prediction is evidence of this claim. 
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One could say that the traditional approach based on empirical data is the first stage of 

reasoning in the absence of scientific explanation in any paradigm; the fact that it only models the 

gathered data without providing an explanation shows the inability of scientists to model the 

physics-of-failure satisfactorily. The history of science is filled with accounts of using 

mathematical models/tools for physical phenomena before fully understanding the physics behind 

them.  

 

Physics-of-failure is an approach that tries to reveal and model the root cause processes of 

device failures. This branch of reliability combines knowledge about the device with the statistical 

aspects of failure occurences. The fact that physics-of-failure is not widely used by engineers 

shows that it was not successful in achieving its goals. It seems that the key element of this lack of 

success is the complexity of modeling the MTTF of devices based on the underlying root causes. 

Moreover, the physics of device failures has not yet been clearly formulated. Scientists are still 

working on formulating the reasons behind each failure. Therefore, applying complex statistical 

tools to vague scientific principles adds several parameters to the equations, leading to a higher 

level of complexity. In contrast, a scientific model should give a simple explanation for the 

instances and then generalize the model. Until now, the physics-of-failure approach was not able to 

make accurate predictions or replace traditional approaches.  

 

The electronic system (circuit/processor) reliability approach is a method built upon the 

advantages of both traditional and physics-of-failure methodologies; this approach combines the 

device physics-of-failure mechanisms with the constant failure rate model and applies them to the 

electronic system, which provides both a physical explanation for the electronic system failures, 

and a simplified statistical tool for reliability prediction. However, this approach can still: 

 

� Use traditional prediction tools in specific field studies to obtain an approximate numerosity.  

� Update the previous models based on statistical methods (like the Bayesian approach) and try 

to calculate the uncertainty growth of the electronic systems.  

� Unify electronic-device failure mechanisms.  

� Try to apply the new scientific models to electronic systems.  
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2    ELECTRON DEVICE PHYSICS OF FAILURE 

 
The major wearout mechanisms of semiconductor-based micro-electronic devices are 

electromigration (EM) gate-oxide breakdown, also known as time-dependent dielectric breakdown 

(TDDB), and hot carrier (HC) effects. The latter are usually divided into hot carrier injection (HCI) 

and negative bias temperature instability (NBTI). These mechanisms are briefly reviewed.  

2.1    Electromigration  

2.1.1   Introduction  

 Interconnects that are embedded in interlayer dielectric material are the wire connections to 

supply electrical signals to these devices. Aluminum (Al) has been used as the major on-chip 

interconnect material. It has evolved from a single layer of Al to multiple levels of sandwiched 

Ti/Al-Cu/TiN metal layers. In recent technology development, Cu and new dielectric materials 

have been adapted to gain better resistance-capacitance delay and reliability resistance. Due to 

continuing transistor scaling, interconnects are now a significant limiter and are as important as 

transistors in determining an integrated circuit’s (IC) density, performance, and reliability. 

Aggressive interconnect scaling has resulted in increasing current densities and associated thermal 

effects, which can cause reliability problems.  

 

EM, the dominating failure mode of interconnects, is characterized by the migration of metal 

atoms in a conductor through which large direct-current densities pass [17]. Although EM has been 

intensely studied for more than 40 years, many aspects of EM are still not well understood. This 

lack of understanding is caused by two related issues: the existence of many factors that influence 

EM and the inability to isolate the effect of these factors experimentally. These factors include 

grain structure, grain texture, interface structure, stresses, film composition, physics of void 

nucleation and growth, thermal and current density dependencies, etc. [18]. According to 

experimental research, current density and temperature are among the most important factors. 
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Black [19] developed an empirical model relating the median time (t50) of a metal line to the 

temperature (T) and current density (J); the model has the form  

 

  (2.1) 

 

where A is a material and process-dependent constant and Ea is the activation energy for the 

diffusion processes that dominate the temperature range of interest. The importance of current 

density and temperature is shown in this equation.  

 

As expected, the scaling of interconnects will increase current densities and temperature, 

thereby greatly reducing the median time. The reliability of the IC will decrease simultaneously. 

To better understand the interconnect-scaling effect, physical models and statistical models must 

be carefully developed. Section 2 focuses on the physical process, statistical models, and 

acceleration factors.  

2.1.2  Basic Physics Process of EM  

A significant amount of research has been done on the physics of EM; a detailed review can be 

found in [20]. Figure 2.1 summarizes the EM failure process. As IC technology increases device 

density, the interconnects that carry signals are consequently reduced in size, specifically, in height 

and cross section. This leads to extremely high current densities, on the order of at least 106 A/cm2. 

At these current densities, momentum transfer between electrons and metal atoms becomes 

important. The transfer, which is called the electron-wind force, results in a mass transport along 

the direction of electron movement. Once the metal atoms are activated by the electron wind, they 

are subject to the electric fields that drive the current. Since the metal atoms are positively ionized, 

the electric field moves them against the electron wind once they have been activated. The 

interplay of these two phenomena determines the direction of net mass transfer. This mass transfer 

manifests itself in the movement of vacancies and interstitials. The vacancies coalesce into voids or 

microcracks, and interstitials become hillocks. The voids, in turn, decrease the cross-sectional area 

of the circuit metallization and increase the local resistance and current density at that point in the 
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metallization. Both the increase in local current density and in temperature increase EM effects. 

This positive feedback cycle can eventually lead to thermal runaway and catastrophic failure.  

 
 

Fig. 2.1.  Summary of EM failure process [21]. 

According to the quantum theory of electron transport in a metal, the Bloch waves representing 

the moving electrons can transfer energy to the lattice only by interacting with defects or through 

phonon–electron interactions. Thus, the microstructure of the interconnect will play a significant 

role in the EM process. Grain boundaries become important as potential defect sites and as possible 

transport channels. In the electron-defect interaction process, an electron is scattered by an ion in a 

defect site. The electron’s momentum is reversed, causing an average change in momentum in the 

transport direction equal to 2 mv where m is the electron mass and v is the mean velocity of the 

electron in the direction of the current flow. The friction force on the ion is:  

 

  (2.2) 

 

where �col is a time constant representing the time between collisions. From elementary transport 

theory, the electron current density Je is:  

 

  (2.3) 
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where n is the density of electrons available for transport. From Equation (2.3) we can get the v, 

and the friction force can be expressed as:  

 

  (2.4) 

 

Assuming the ion transport is simply proportional to the force applied:  

 

  (2.5) 

 

and 

 

  (2.6) 

 

where vi is the mean ion velocity in the direction of transport, μ is the ion mobility, J f
i is the ion 

current density due to electron momentum transfer, and N is the density of ions available for 

transport. According to the Nernst-Einstein equation, the ion diffusion coefficient, D, and μ are 

related as:  

 

  (2.7) 

 

 

where k is the Boltzmann constant.  

 

Combining Equations (2.5) through (2.7) yields:  

 

  (2.8) 
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From Equation (2.4), we see that Ff is proportional to Je:  

 

  (2.9) 

 

where C1 is the proportionality constant derived from Equation (2.4). Thus, we get:  

 

  (2.10) 

 

From Ohm’s law, this equation becomes:  

 

  (2.11) 

 

where �e is the electron resistivity and E is the electric field.  

 

The electric field will also induce an ion current, J E
i, that is counter to the friction current. 

Using the basic transport relation and the Nernst-Einstein relationship to describe the field-induced 

ion current J Ei:  

 

  (2.12) 

 

The total ion current, Ji, is given by:  

 

  (2.13) 

 



2 Electron Device Physics of Failure 

32 

To simplify this equation, we use Z� to denote (C1�e � 1), then:  

 

  (2.14) 

 

The simple interpretation of this equation is that the ion current is equal to the effective charge on 

the ion, multiplied by the density of ions available for transport, the ion mobility, and the electric 

field.  

 

There are other physical effects that might give rise to net ion currents and to the ion current 

divergence necessary for void formation. The temperature gradients occurring in the interconnect 

will also create the ion flux divergences responsible for open-metal device failures. The reason is 

that the ion diffusion coefficients will become position dependent. Mobilities will be greater in the 

hotter region and less in the cooler region. The ion will move from the hotter regions to the cooler 

regions to form a hillock.  

 

The stress in the conducting strip also affects the EM. Just as an electron field causes ion drift, 

a gradient of stress � acts as a generalized force to induce ion motion. Ions preferentially migrate 

from compressively (� more negative) stressed regions and accumulate at locations stressed in 

tension (� more positive), while vacancies diffuse the other way. The resulting stress gradient 

causes a backflow of matter; this effect plays a significant role in short conductors. 

Thermodynamics argues that the free energy per atom in a stress field depends on the stress and is 

equal to � = ���, where � is the atomic volume. The force per atom in a stress field is the negative 

gradient of the free energy:  

 

  (2.15) 

 

Furthermore, compressive and tensile stresses might increase or decrease ion migration activation 

energy, changing the diffusion coefficient D.  
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A more complete equation that accounts for these effects is:  

 

  (2.16) 

 

where 	 is the atomic volume, 
 is the film compressibility, and N0 is the atom density of the film. 

The first term accounts for friction flow, the second accounts for the concentration gradient, and 

the third accounts for film stress.  

 

Material Structure Inhomogeneities  

 

 Thus far, the powered interconnect is assumed to have a homogeneous structure. The 

electrically induced diffusion of metal atoms alone is not sufficient to cause EM. The growth of 

voids and hillocks requires the saturation of vacancies and the supersaturation of interstitials [21], 

which requires not only a diffusion of metal atoms but also a divergence in the diffusion flux.  

 

Microscopic examination of most deposited thin films indicates a pronounced cellular structure 

to the film generally referred to as the “grain structure” of the film. These cells arise as a result of 

the processes of nucleation and growth that form the film. The grain structure depends on the 

deposition conditions and has a profound effect on EM damage. For example, powered single-

crystal Al strips have been shown to exhibit virtually “infinite” life.  

 

Grain density is determined by surface conditions and film growth parameters, such as 

substrate temperature, and the rate of arrival of metal atoms to the growth surface. Grain 

boundaries represent interfaces with associated free energy of surface formation. During growth 

and subsequent annealing cycles, some grains might grow and others disappear in order to 

minimize the free energy. The grain boundaries represent relatively low-resistance ion conducting 

channels. At standard IC operating temperatures, bulk ion migration processes are slow and the 

grain boundaries carry the bulk of the ion current [22]. The grain structures and boundaries enable 
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considerable refinement of material models of EM. Specifically, there are three properties that 

have immediate impact on reliability models. They are:  

 

� The orientation of the boundary with respect to the electric field.  

� The angles of the grain boundaries with respect to each other.  

� Changes in the number of the grains per unit area–grain density.  

 

Each of these properties can give rise to the ion divergences necessary to create voids in metal 

strips. The effects of these properties will be discussed below.  

 

With increasingly shrinking interconnect stripe widths, broad area or blanket metallization 

leave greater numbers of grain boundary “triple points,” and grains line up in a bamboo structure 

after patterning. Figure 2.2 shows the confluence of three grain boundaries at a triple point. If the 

boundary to the left is parallel to the applied field, the angle �1 equals 0, and the apparent ion 

mobility is highest along that boundary. Migration along the two adjacent boundaries is the result 

of a projected field component and is lower. Under this condition, it is apparent that fewer ions 

leave the triple point than enter it, and a mass accumulation is favored; otherwise, voids form.  

 
Fig. 2.2.   Grain boundary “triple point” structure [23]. 
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The grains themselves can be viewed as composed of linear arrays of dislocations characterized 

by some Burger vector, b. The most common assumption relating grain boundary diffusion to tilt is 

that the ion mobility is simply proportional to the number of dislocations in the boundary. Thus:  

 

  (2.17) 

 

where A is a proportionality constant, and d is the separation distance of dislocation.  

 

If the grain size changes along the strip, the density of ion conduits into and out of a region 

must also change. A densely grained region will channel ions out more effectively than a sparsely 

grained region. This creates the ion current divergence necessary to form a void. Similarly, ion 

pile-up can occur in regions wherein the grain sizes increase in the direction of electron flow. 

Another factor that affects the ion conduction is the texture of the oriented crystallite in the metal 

films.  

 

To summarize, the important factors of EM include current density, electrical field, 

temperature, grain structure, and boundary stress. To model EM accurately, all of these factors 

need to be considered. Consideration of all of the factors causes increased complexity of the 

model, making this approach nearly impossible. In this situation, statistical models based on 

empirical data will help us understand the EM mechanisms and realize reliability design goals.  

2.1.3 Statistical Models of EM  

 

Lognormal Distribution  

 

 Knowledge of the correct failure distribution is critical in predicting IC reliability. 

Traditionally, lognormal failure distribution has been used to characterize EM failures. Assuming 

that the time-to-failure, t, is a random variable, the lognormal probability density function f(t) is  
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  (2.18) 

 

where t50 is the median time-to-failure and � is the lognormal standard deviation. The value of t50 

can be estimated by using Black’s equation. The lognormal standard deviation, �, which is related 

to the ratio of the linewidth to the grain size [24] and current density [25], ranges from 0.28 to 1.4 

[26].  

 

Various arguments have been offered to justify the use of the lognormal distribution.  

 

Normally distributed activation energy—Schwarz [27] used temperature-ramp resistance 

analysis to determine the distribution of activation energies for EM damages in Al and Al-4%Cu 

thin film interconnects. He found that the activation energies for the pure aluminum conductors are 

well represented by a normal distribution. For Al-4%Cu interconnects, there are three lognormal 

distributed subpopulation of activation energies.  

 

Normally distributed conductor temperatures—Lloyd [28] demonstrated that a normal 

temperature distribution, given the variation is small compared to the mean temperature, can 

produce a lognormal failure distribution in EM lifetime experiments. Bobbio [29] also justified the 

applicability of the lognormal distribution based on the temperature dispersion of conductors 

during life testing.  

 

Lognormal distributed grain sizes—Based on the grain boundary diameter distribution that 

was microscopically measured, Attardo et al. [30] used Monte Carlo simulation to get the failure 

times. Their simulation results determined that the statistical failure rate distribution best fits a 

lognormal curve for wide lines.  

 

Experimental results—Although many EM experiments have been conducted, their sample 

sizes were too small to demonstrate strong support of the lognormal distribution. Towner [31] 
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performed EM lifetests on a variety of aluminum-alloy films using sample sizes ranging from 35 to 

120. His results showed that the lognormal distribution rather than the logarithmic extreme 

distribution is a better fit when the grain size is smaller than the linewidth. Where the grain size 

exceeds the linewidth, either distribution can be used to represent the data. Gall [32] did an 

experiment utilizing large interconnect arrays in conjunction with a Wheatstone Bridge. Over a 

temperature range from 155 to 200°C, a total of more than 75,000 interconnects were tested. The 

results indicated that the EM failure mechanism in this experiment followed perfect lognormal 

behavior down to the four sigma level.  

 

Although lognormal distribution is widely used in EM tests, it cannot be used as an element 

failure distribution that can be applied with the “weakest link” model. If F1(s) is the cumulative 

distribution function (CDF) of strength of a single link, then, statistically, the CDF of a chain of N 

independent (in strength) links is:  

 

  (2.19) 

 

In general, the form of the distribution FN depends on the number of links (failure elements) in the 

chain (series); therefore, “scaling up” the model for longer chains affects the choice of modeling 

distribution. The lognormal distribution does not scale in Equation (2.19) and, therefore, cannot be 

the failure distribution for elements in series. This means lognormal distributions can approximate 

true failure times only in a finite percentile interval.  

 

A Generalized Black Model has been proposed to characterize EM failures [33]:  

 

  (2.20) 

 

where A is a process and material-related constant, J is the average current density, � is the 

Boltzmann’s constant, T is temperature in Kelvins, and Ea is an experimentally determined 

activation energy. The various values of n and m are determined by the particular failure physics 
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and the conductor’s geometry. If n = 2, m = 0, we have the original Black model. With respect to 

failure physics, for all nucleation-dominated failures, n = 2, and m = 0; if a failure is growth-

dominated, n = 1, and m = 0. With respect to the conductor’s geometry, it has been observed that 

for wide lines (defined as those where the average grain size is smaller than the line width), n = 2; 

whereas for narrow lines, n = 1. 

 

For engineering applications, there is not a significant difference between which n and m 

values are used; however, calculations show the combination of n = 2 and m = 2 would produce 

very good lifetime predictions and that the extrapolated activation energies would be reasonably 

accurate [33]. The side effect of using the Shatzke and Lloyd Model is the nonlinearity when the 

activation energy is extrapolated, making parameter extraction difficult.  

 

Weibull Distribution  

 

 The Weibull probability density function can be expressed as:  

 

  (2.21) 

 

where 
 is the characteristic lifetime and 
 is the shape parameter. Generally, the lognormal 

distribution fits the electromigration experimental data better. However, lifetest data of aluminum 

conductors showed that lognormal and Weibull distribution fit well equally at large failure rates 

(0.1 to 1%); at lower failure rates, the projected failure rates differ by several orders of magnitude 

[30]. There are different views concerning the usage of the Weibull distribution. For example, Gall 

et al. [32] used simulation results to roll out the Weibull distribution in the analysis of their 

experiment data. Pennetta [34] simulated EM damage in metallic interconnects by biased 

percolation of a random resistor network in the presence of degradation and recovery processes. 

Lognormal distribution and Weibull distribution both fit the simulation result well in this case.  
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Bimodal Lognormal Distribution  

 

 A single lognormal distribution is observed if only one physical mechanism dominates the 

failure process. It is possible that two different failure modes act in parallel within a sample or even 

a single specimen. This failure distribution might appear nonlinearly in the lognormal probability 

plotting paper. In this situation, a bimodal lognormal distribution might help us model the data. 

Suppose there are two different EM failure mechanisms. Each individual mechanism is described 

by a lognormal distribution CDFA(t), (respectively, CDFB(t)) over time t, with median time-to-

failure t50A (respectively, t50B) and standard deviation �A (respectively, �B). In addition, the failure 

mechanisms might have different activation energies, EA and EB, and current density exponents nA 

and nB. There are two different models of an overall bimodal failure distribution [35]:  

 

1. Superposition Model  

Consider a sample in which the failure scenario is influenced by the presence or absence of a 

particular physical property in the test device. Its presence forces a specimen to fail due to 

mechanism A; its absence exclusively due to B. The property appears with a probability P(A), the 

property is absent with a probability P(B)=1 � P(A), and the overall CDF of all the specimens is:  

 

  (2.22) 

 

The resulting CDF appears s-shaped in the probability-plot.  

 

2. Weak-Link Model 

In this scenario, different failure mechanisms can cause the interconnect failure in a serial fashion. 

If the failure mechanisms act statistically independently, the overall CDF is given by:  

 

  (2.23) 
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This CDF is “hook-shaped” in the probability plot.  

 

 The bimodal lognormal distribution is often seen in copper via EM tests. Lai [36] described 

two EM failure mechanisms: via related and metal-stripe-related. Ogawa [37] reported two distinct 

failure modes in dual-damascene Cu/oxide interconnects. One model described void formation 

within the dual-damascene via; the other reflected voiding that occurs in the dual-damascene 

trench. These models formed a bimodal lognormal distribution.  

2.2 Hot Carrier Degradation  

2.2.1 Introduction  

 Hot carrier degradation (HCD) has been studied for more than 30 years as an important failure 

mechanism that must be mitigated in the design of aggressively scaled VLSI devices. Extensive 

work has focused on the physical mechanisms, life estimation, and technology improvement over 

the last three decades. A physical understanding of HCD and the respective models are briefly 

introduced.  

2.2.2 Hot Carriers  

 For semiconductors in thermal equilibrium, electrons and holes continually absorb and emit 

acoustical phonons (low-frequency lattice vibrations), resulting in an average energy gain of zero. 

Such electrons have kinetic energies (E) that are normally slightly higher than that of the 

conduction band edge (EC) by an amount kTr (Tr is room temperature). Similarly, for holes, E is 

slightly less than the valence band edge (EV) by kTr. In the case of low electrical fields, the carrier 

velocity is field-independent and kTr is only 0.025 eV; small compared to the carrier kinetic energy 

corresponding to EC and EV. However, if the electrical field is very high (for example, 100 kV/cm), 

the carriers gain more energy than they lose by scattering. Such accelerated electrons have energies 

of EC + kTe, where Te is an effective temperature such that kTe > kTr. With effective temperatures 

(~EC /kT) of tens of thousands of degrees Kelvin, these electrons are at the very top of the Fermi 

distribution and are known as hot electrons.  
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During the operation of the metal oxide semiconductor field effect transistor (MOSFET), if the 

gate voltage is comparable to or lower than VDS, the inversion layer is much stronger on the source 

side than the drain side and the voltage drop due to channel current is concentrated on the drain 

side (if VD >VS). The field near this side can be so high that carriers can gain enough energy 

between two scattering events to become hot carriers. The majority of these hot carriers simply 

continue toward the drain, but a small number of them gain enough energy to generate electrons 

and holes by impact ionization. In the n-channel MOSFET (NMOSFET), the vast majority of the 

generated holes are collected by the substrate and give rise to the substrate current (ISub) and the 

generated electrons enhance the drain current (ID). Photon emission might also occur during hot 

carrier generation in the drain. 

  

Some of the hot carriers with enough energy (approximately 3.2 eV for electrons and 4.7 eV 

for holes) [38] can surmount the energy barrier at the Si�SiO2 interface and be injected into the 

oxide, with a small gate current (IG). Some energetic injected carriers might break some Si�H or 

similar weak bonds in the oxide or at the Si�SiO2  interface. If the hot carrier injection lasts long 

enough, the trapped charge or generated defects will permanently modify the electric field at the 

Si�SiO2 interface and, hence, the electrical characteristics of the MOSFET. Figure 2.3 

schematically shows the process of HCD.  

 
Fig. 2.3.   Hot carrier generation and degradation in MOSFETs. 
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2.2.3 Hot Carrier Injection Mechanisms  

According to Takeda [39], there are three main types of hot carrier injection modes:  

 

1. Channel hot electron (CHE) injection.  

2. Drain avalanche hot carrier (DAHC) injection. 

3. Secondary generated hot electron (SGHE) injection.  

 

 CHE injection is due to the escape of “lucky” electrons from the channel, causing a significant 

degradation of the oxide and the Si�SiO2 interface, especially at low temperature (77 K) [40]. On 

the other hand, DAHC injection results in both electron and hole gate currents due to impact 

ionization, giving rise to the most severe degradation around room temperature. SGHE injection is 

due to minority carriers from secondary impact ionization or, more likely, bremsstrahlung 

radiation, and becomes a problem in ultra-small metal oxide semiconductor (MOS) devices. 

Fowler–Nordheim tunneling and direct tunneling might also cause hot carrier injection. For deep 

sub-micrometer devices, it is important to attempt to account for the effects resulting from 

combinations of some if not all of these injection processes.  

 

Channel Hot Electron (CHE) Injection  

 

 The CHE injection process is shown in Figure 2.4. In this figure, CHE injection occurs when 

the gate voltage (VG) is comparable to the drain voltage (VD) (an NMOSFET). The gate current (IG) 

rises as VG initially increases, peaks when VG is roughly equal to the drain-source potential VD, and 

drops thereafter. There are two reasons that cause the IG to increase. First, the inversion charge in 

the channel increases, so that more electrons are present for injection into the oxide. Second, the 

stronger influence of the vertical electric field in the oxide prevents electrons in the oxide from 

detrapping and drifting back into the channel. It was reported [39] that if an n-channel MOSFET is 

operating at VG = VD the conditions would be optimum for CHE injection of “lucky electrons.” 

Such electrons gain sufficient energy to surmount the Si�SiO2 barrier without suffering an energy-

losing collision in the channel. In many cases, this gate current is responsible for device 

degradation as a result of carrier trapping. No gate current can be measured for VG < VD, since 
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CHE injection is retarded. However, if VD is large enough, a reduction of VG intensifies the electric 

field at the drain to the point where avalanche multiplication due to impact ionization might 

substantially increase the supply of both hot electrons and hot holes.  

 

 
Fig. 2.4.   Channel-hot-electron injection. Occurs when (VG) of NMOSFET is comparable to (VD). 

 

Drain Avalanche Hot Carrier (DAHC) Injection  

 

 The DAHC injection process generally occurs when VD exceeds VG. It is schematically shown 

in Figure 2.5. This mechanism first depends on an impact-ionization avalanche to create carriers. 

These secondary electrons then become hot and cause degradation. In the case of high substrate-

bias voltages, additional secondary hot electrons generated from deeper Si substrate regions can 

also be injected into the oxide. These secondary electrons produce less damage than the primary 

hot electrons. Analyzing DAHC behavior is difficult because hot holes and hot electrons are 

injected simultaneously into the oxide and across the drain junction just below the substrate 

surface.  
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Fig. 2.5.   Drain avalanche hot-carrier injection. Occurs when VD > VG. 

 

Secondary Generated Hot Electron (SGHE) Injection  

 

 Secondary impact ionization by hot holes and photo-induced generation processes have been 

reported as secondary minority carrier generation mechanisms. This injection process is shown in 

Figure 2.6. Takeda [39] experimentally demonstrated that photo-induced generation is the main 

physical mechanism. The temperature dependence of ISub and that of electron diffusion current, ID, 

were compared to each other for a device with tox = 7 nm and Leff = 2.0 μm. The experiment results 

imply that a photo-induced generation process, believed to be bremsstrahlung radiation, rather than 

secondary impact ionization, is more likely to be the origin of the SGHE.  

 
Fig. 2.6.   Secondarily generated hot electron injection 
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2.2.4 HCD Models 

Lucky Electron Model  

 

 The lucky electron approach of modeling the hot electron distribution was originated by 

Shockley. Verwey [41] applied it in the study of substrate hot electron injection, which was 

subsequently refined and verified by Ning [42]. Hu [43] modified the substrate lucky electron 

injection model and applied it to CHE in MOSFETs. 

  

The basic assumption of the lucky electron model hinges on a supply of hot electrons that are 

“lucky.” For channel electrons to reach the gate oxide, two conditions have to be met. The first 

requires that electrons gain sufficient kinetic energy from the channel field to become “hot.” 

Second, the electron momentum must be redirected perpendicularly, so that hot electrons can enter 

the oxide. The probability that a channel electron will travel a distance d or more without suffering 

any collision is equal to exp[�d/�], where � is the mean free path between scattering events. 

Consider an electron of charge q traveling a distance � in the channel electric field �c: the 

probability that it will reach energy � without suffering a collision is given by exp[��/(�q�c)], as d 

= �/(q�c). The probability of a hot electron’s redirection to the Si�SiO2 interface without suffering 

any collision is essentially a function of oxide field �ox [44]. The measurable consequences of these 

processes are substrate (ISub) and gate currents (IG) whose magnitudes depend on sufficient electron 

energies for impact ionization (�i) and for surmounting the Si�SiO2 energy barrier (�b), 

respectively. Hu [45] presented a general model for the hot electron effects. The equations are 

shown below:  

 

  (2.24) 

 

 

  (2.25) 
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  (2.26) 

 

where C1, C2, and C3 are constants; � is the device lifetime; W is the channel width; �it is interface 

trap creation energy; and ID is the drain current flow that supplies some of the eventually lucky 

electrons. From Equation 2.24 and 2.25, eliminating �q�c yields the correlation between IG and ISub: 

 

  (2.27) 

 

where m = �b/�i. This equation, which applies to the case where VG exceeds VD, has been verified 

in n-channel transistors. It is found that m is approximately 3, which is roughly consistent with 

values of �i � 1.3 eV and �b � 3.5 eV.  

 

From 2.24, 2.25, and 2.26, the device lifetime � is 

 

  (2.28) 

 

The model above assumes static, or DC, voltages and currents. As device operation involves 

AC time-dependent wave forms, dynamic degradation needs to be considered. By integrating or 

time averaging over substrate and drain currents, the � [46] is  

 

  (2.29) 

 

where Tc is the full cycle time.  
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The lucky electron model (LEM) has two major limitations [47]: a) it relates HCD to a local 

field (EL), thus neglecting the space and time lag of carriers in reaching local equilibrium with the 

field; and b) since the potential energy is the only source of energy available to the carriers, the 

maximum attainable energy is limited to qVTOT where VTOT is the total voltage drop experienced by 

the carriers. Therefore, the LEM predicts no HCD at voltages smaller than the threshold energy.  

 

There are higher order models that attempt to overcome the above-noted limitations: a) “non-

local” LEMs; and b) effective temperature models (ETM). Non-local LEMs replace local field 

with “non-local” quantities, such as the potential drop along the current flowlines or a suitable 

electric field. ETMs assume quasi-equilibrium Maxwellian distributions whose effective 

temperature (Te) is a function of the local field. In their simplest forms, LEM and ETM predict the 

relationships between ISub and IG:  

 

  (2.30) 

 

 

  (2.31) 

 

 

  (2.32) 

 

where B(EOX) models the collecting efficiency of the gate, E* = q�EL for LEM, and E* = kBTe for 

ETM.  
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Empirical Models  

 

Power law model  

 

This model was proposed by Takeda [48] based on the following assumptions:  

 

1. Avalanche hot carrier injection due to impact ionization at the drain, rather than channel hot 

electron injection composed of “lucky electrons,” imposes the severest constraints on device 

design.  

2. Device degradation (Vth shift and Gm change) resulting from drain avalanche hot carrier 

injection has a strong correlation to impact ionization induced substrate current.  

 

The Vth shift, 	Vth, or Gm degradation, 	Gm /Gm0, can be empirically expressed as  

 

  (2.33) 

 

This expression is particularly valid for short stress times, while for long stress times, 	Vth and/or 

	Gm /Gm0 begins to saturate. The slope n or 	Vth, in a log-log plot is strongly dependent on VG, but 

has little dependence on VD. This suggests that n changes according to the hot carrier injection 

mechanism. The magnitude of degradation, A, is strongly dependent on VD and has little 

dependence on VG. In particular,  

 

  (2.34) 

 

Therefore, the lifetime � can be expressed as   

 

  (2.35) 

 

where b = 
/n.   
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Takeda [39] and Hu [45] both reported � � Im
Sub, while m ranging between 3.2–3.4 given by 

Takeda and 2.9 by Hu.  

 

Other empirical models  

 

Several other empirical models have been proposed, including the logarithmic law, the mixed law, 

the federative law, the saturation law, and the body effect law. 

 

1. Logarithmic law. 

For degradation under long stress time, the logarithmic law [49] is described as  

 

  (2.36) 

 

where B and C are technology parameters.  

 
2. Mixed law. 

In the study of sub-0.25 μm bulk Si MOSFETs, Szelag [50] proposed the mixed law, which 

combines a power and logarithmic time dependence. The mixed law is written as  

 

  (2.37) 

 

where Gm-max is the maximum transconductance.  

 
3. Federative law. 

Marchand [51] suggested to apply the federative law, which was first found in the analysis of 

stress-induced leakage current. The relationship is expressed as  

 

  (2.38) 
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It can be further expressed as  

 

  (2.39) 

 

Equation 2.39 is a straight line in log-log scale where the slope gives the exponent n and quickly 

informs about the saturating (negative slope) and non-saturating (positive slope) nature of the law.  

 

4. Saturation law. 

Chan [52] proposed the saturation model in the study of oxide-spacer lightly doped drain (LDD) 

NMOSFETs HCD. In this model, two factors are considered: the increase in the series resistance in 

the LDD region and the reduction of the carrier mobility in the channel and subdiffusion region. 

By combining both factors, the linear-current degradation for LDD NMOSFETs is expressed as  

 

  (2.40) 

 

where W is the device width; n is the degradation rate coefficient; m and H are technology-related 

parameters; and f(RD(t)) represents the current reduction due to the increase in the drain series 

resistance. The lifetime correlation can be expressed as  

 

  (2.41) 

 

where f(RD(
)) is the maximum amount of current reduction due to the series resistance increase.  
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5. Body effect law. 

Koike [53] considered the body effect caused by the secondary hot electrons and developed a drain 

avalanche HCD model for NMOSFET. This model assumes that the recombination of hot holes 

and hot electrons injected into the gate oxide causes the interface trap generation around maximum 

ISub condition and at small |VB|. Both primary hot electron (e1) and secondary hot electron (e2) 

contribute to the hot electron current density Ihe. The lifetime � is assumed inversely proportional to 

a product of hot hole current density Ihh/W and hot electron current density Ihe/W, where W is the 

channel width. � can be modeled as  

 

  (2.42) 

 

 

  (2.43) 

 

 

  (2.44) 

 

On the basis of the lucky electron concept, �e1 is modeled as  

 

  (2.45) 

 

where �Df is the degradation criteria for lifetime and He1, me1, and n are the first impact ionization 

parameters. �e2 is modeled as  

 

  (2.46) 

 

where He2, me2, and ae2 are the second impact ionization parameters.  
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Statistical Models  

 

Literature research did not reveal any statistical model that has been widely accepted in hot carrier 

analysis. Engineers tend to use lognormal distribution to analyze HCI failure data.  

2.2.5 Acceleration Factors  

 Hot carrier effects are enhanced at low temperature. The main reason is an increase in electron 

mean free path and impact ionization rate at low temperature. As shown in [54], substrate current 

at 77 K is five times greater than that at room temperature (RT), and CHE gate current is 

approximately 1.5 orders of magnitude greater than that at RT. At low temperature, the electron 

trapping efficiency increases and the effect of fixed charges becomes large [38]. This accelerates 

the degradation of Gm at low temperature. The degradation of Vth and Gm at low temperatures is 

more severely accelerated for CHE-induced effects than for DAHC. Hu [45] showed the 

temperature coefficient of CHE gate and substrate current to be negative.  

 

The temperature acceleration factor is expressed as  

 

  (2.47) 

 

where T1 and T2 are operating temperatures and Ea is the activation energy, with a value around 

�0.1 eV ~ �0.2 eV [55].  

2.3 Time-Dependent Dielectric Breakdown  

2.3.1 Introduction  

  TDDB is a wearout phenomenon of SiO2, the thin insulating layer between the control “gate” 

and the conducting “channel” of the transistor. SiO2 has a very high bandgap (approximately 9 eV) 

and excellent scaling and process integration capabilities, which makes it the key factor in the 
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success of MOS-technology.  Dielectric layers as thin as 1.5 nm can be obtained in fully 

functioning MOSFETs with gate lengths of only 40 nm [56]. Although SiO2 has many 

extraordinary properties, it is not perfect and suffers degradation caused by stress factors, such as a 

high oxide field. Oxide degradation has been the subject of numerous studies that were published 

over the past four decades. Even today, a complete understanding of TDDB has not yet been 

reached. Basic models, such as E model and 1/E model, have been proposed and are still debated 

in the reliability community. The statistical nature of TDDB is well described by the Weibull 

distribution, since TDDB appears to be a “weakest link” type of failure mechanism. Percolation 

theory has been successfully applied to the statistical description of TDDB. As oxide continues to 

scale down, new findings will help researchers gain a better understanding of this complicated 

process.  

2.3.2 Physics of Breakdown  

 The exact physical mechanism of TDDB is still an open question. The general belief is that a 

driving force such as the applied voltage or the resulting tunneling electrons create defects in the 

volume of the oxide film. The defects accumulate with time and eventually reach a critical density, 

triggering a sudden loss of dielectric properties. A surge of current produces a large localized rise 

in temperature, leading to permanent structural damage in the silicon oxide film.  

 

Charge in Silicon Dioxide and at the Silicon-Oxide Interface  

 

 Silicon dioxide is far from perfect, as oxide rings have the tendency to create shallow oxide 

vacancies. Particularly, the interface at the Si-SiO2 interface is prone to dangling bonds that 

require H passivation. Both dangling bonds and vacancies are electron trap sites that result in 

threshold shifts and a degradation of Gm. There are charges inside the oxide and near the silicon-

oxide interface. These charges can be mobile ionic charges, electrons, or holes trapped in the oxide 

layer. They can also be fabrication-process-induced fixed oxide charges near the silicon-oxide 

interface, and charges trapped at the surface states at the silicon-oxide interface. Electrons and 

holes can make transitions between the crystalline states near the silicon-oxide interface to the 

surface states. These charges will definitely affect the electrical characteristics of devices and are 
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important factors in TDDB. Figure 2.7 shows the names and locations of charges inside silicon 

dioxide and at the silicon-oxide interface.  

  

 
Fig. 2.7.  Location and identification of charges in Si�SiO2 and at the oxide-silicon surface [17]. 

 

1. Interfacial oxide charge: This charge is located within 0.2 nm of the SiO2�Si surface. The 

interfacial oxide charge arises from oxide vacancies, metal impurities, dangling bonds, and 

broken bonds due to charge injection. These interfacial states are amphoteric: that is, they are 

acceptor-like in the upper half of the Si band gap and donor-like in the lower half of the band 

gap.  

2. Fixed oxide charge: Fixed oxide charge is a positive charge located some 3 to 5 nm from the 

Si–SiO2 interface. Due to the nature of modern electronics, bulk properties of modern oxides 

are harder to define. Fixed and trapped oxide charges are generally likely to occur at oxygen 

vacancy sites. The most common defects are the E' and E' delta sites, and are primarily due to 

excess silicon species introduced during oxidation and postoxidation heat treatment. They are 

fixed and largely uninfluenced by the normal operating voltages of the MOS transistor.  

3. Oxide trapped charge: This charge is also likely to occur at oxygen vacancy sites. The sources 

of this charge include the oxide growth process, fabrication of device [57], and high-energy 

electrons. A fabrication-introduced charge can be removed through low-temperature annealing.  

4. Mobile Na+ and K+ ionic charge: These charges have been virtually eliminated as a source of 

reliability problems.  
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 It is the generation of oxide charge states under high electric fields that ultimately leads to 

dielectric breakdown. There are processes such as Fowler–Nordheim tunneling, direct tunneling, 

and trap-assisted tunneling that contribute to the overall creation and persistence of oxide 

charges.  

 

Tunneling Current  

 

Fowler–Nordheim Tunneling  

 

Fowler–Nordheim tunneling is a quantum mechanical tunneling process where the electrons 

penetrate through the oxide barrier into the conduction band of the oxide under the assistance of a 

high electric field. The complete theory of Fowler–Nordheim tunneling is complicated and not 

discussed fully here. Figure 2.8 illustrates electron tunneling from the silicon surface inversion 

layer to the SiO2 conduction band.  

 
Fig. 2.8.  Schematic illustration of the Fowler-Nordheim tunneling current and direct tunneling 

current. 

 

The Fowler–Nordheim tunneling current density is given by  

 

  (2.48) 
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where �ox is the electric field in the oxide, �ox is the silicon-silicon dioxide interface potential 

barrier for electrons, m* is the electron effective mass, and h is Planck’s constant. Equation 2.48 

shows that Fowler–Nordheim tunneling current is characterized by a straight line in a plot of log 

(J/�2) versus 1/�ox.  Fowler–Nordheim tunneling current is dependent on the oxide field, thus the 

voltage applied to the gate oxide. It can occur in any gate oxide, provided the voltage is sufficient 

for electrons to tunnel through the barrier.  

 

Direct Tunneling  

 

 Direct tunneling is the dominant current conduction mechanism through sub-3-nm oxide 

layers.  The tunneling probability is given by the well depth and breadth. The field modulates the 

well depth. There is no simple dependence of the tunneling current density on voltage or electric 

field, without a closed analytic form of expression. The direct tunneling current can be very high 

for thin oxide layers in modern oxides, as shown by Lo [58].  

 

Trap-Assisted Tunneling and Other Effects  

 

 Tunneling depends on well depth and breadth. Traps effectively subdivide the well into 

shorter sections (i.e., breadth) while the field modulates the trap electric level (depth). Trap-

assisted tunneling is dependent on the density of the traps and the electric field.  

 

Other factors can influence the tunneling current, the gate-drain and the gate-source overlap 

regions. Another factor engineers must take into account is valence band tunneling. Valence band 

tunneling becomes more important with very thin oxides. Another mechanism that has been 

observed is electron hopping. Electron hopping is caused by the jump of thermally excited 

electrons between isolated states. Field emission, or the tunneling of trapped electrons to the 

conduction band, is an additional factor affecting the tunneling current. Finally, Poole-Frenkel 

emission, or the tunneling of trapped electrons into the conduction band due to the barrier 

lowering, can affect the overall gate current.  
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Trap-Generation Mechanisms  

 

 Trap generation is the key factor determining the oxide degradation and breakdown. Several 

models have been proposed and discussed. These models include the “anode hole injection” (AHI) 

model, the “thermochemical” model or “E-model,” and the “anode hydrogen release” (AHR) 

model.  

 

AHI Model  

 

 The AHI model (1/E model) was initially proposed by Schuegraf and Hu [59]. This model 

suggests that breakdown is caused by holes that are injected from the anode. Electrons injected 

from the cathode into the oxide undergo impact ionization events that generate holes in the process. 

These holes become trapped in the oxide near the cathode, distorting the band diagram, and 

increasing the field nearby, as shown in Figure 2.9. Electron tunneling is enhanced in the high field 

according to Fowler–Nordheim tunneling Equation 2.48, thus resulting in greater current injection. 

Another mechanism occurs at the anode side of the oxide as the electron drops down to the Fermi 

level and leads to the release of its energy of at least 3.1 eV to the lattice at the SiO2 interface [60]. 

This energy is sufficient to break the Si�O bond. The breaking of bonds proceeds from anode to 

cathode and forms a convenient conductive path for discharge that causes dielectric breakdown. In 

both cases, the injected oxide charge is accumulated inside the oxide until a critical hole charge 

density is reached for dielectric breakdown.  

  

The reciprocal field expression of time-to-breakdown (TBD) based on the AHI model takes the 

form G(T) 

 

  (2.49) 
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where �ox is the electric field across the dielectric in MV/cm. Constants �0(T) and G(T) are 

temperature-dependent and given by �0(T)=5.4 ×10�7exp[�0.28 eV/kT](sec), and G(T) = 120+ 

5.8/kT MV/cm, where k is Boltz-mann’s constant and T is the absolute temperature.  

  
Fig. 2.9.   Band diagram models of AHI Model. 

 

Support of the AHI model comes from a theoretical treatment of AHI by surface plasmon 

excitations, and experimental data showing the expected dependence on the anode material [61]. 

This model was criticized for its inability to account for the substrate currents measured at low 

voltages.  According to the plasmon model [62], the gate voltage threshold for positive charge 

generation by hole trapping due to AHI is 7 to 8 V. The AHI model has been further criticized 

because there are other origins of substrate current at low voltage besides tunneling holes; these 

include generation-recombination processes in the substrate and photoexcitation due to photons 

generated by hot electrons in the gate [61]. However, some recent experimental evidence and 

modeling have demonstrated the effectiveness of the AHI model in ultrathin oxides at a low gate 

voltage [63].  
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Thermochemical Model  

 

 The thermochemical model (E model) is another widely cited dielectric breakdown model. 

McPherson [64] reviewed the development of this model and proposed a physical explanation. 

This model proposes that defect generation is a field-driven process, and the current flowing 

through the oxide plays at most a secondary role. The interaction of the applied electric field with 

the dipole moments associated with oxygen vacancies (weak Si�Si bonds) in SiO2 lowers the 

activation energy required for thermal bond breakage and accelerates the dielectric degradation 

process. Eventual charge trapping at the broken bond sites and their wave function overlap and 

lead to a conduction subband formation. Consequently, severe Joule heating occurs at the stage of 

oxide breakdown. McPherson [64] also showed that allowing for a distribution of energies of the 

weak bonds could account for a wide range of observations of the temperature and field 

dependence of dielectric breakdown times. The E model suggests TBD is given by  

 

  (2.50) 

 

where:  

 

A0 :  arbitrary scale factor; dependent upon materials and process details  

� :  field acceleration parameter; temperature dependent, �(T) = a/kT where a is the effective 

dipole moment for the molecule 

�OX :  externally applied electric field across the dielectric.  

 

The E model has attained widespread acceptance on the basis of experimentally verified 

exponential dependence of TBD on the electric field [61]. However, this alone is not enough to 

prove the validity of this model. It was observed that for very thin oxides, the breakdown times are 

no longer a function of only the field, but also strongly decrease with thickness at the same oxide 

field. The decreasing breakdown times are consistent with the increasing direct-tunneling leakage 

currents in the ultrathin oxides. An AHI-like mechanism was proposed, suggesting that the strong 
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increase in current leads to an increase in-hole injection, and that these holes are trapped at oxygen 

vacancies, further reducing the activation energy for bond rupture. Substrate-hot-electron (SHE) 

injection experiments showed that TBD is inversely related to the current density, demonstrating 

that breakdown is dominated by the effect of the energetic electrons and not the field in the oxide 

[65].  

 

AHR Model  

 

 There is evidence supporting the AHR model that involves the release of atomic hydrogen 

from the anode by energetic tunneling electrons [66]. The released hydrogen diffuses through the 

oxide and can generate electron traps. Experiments have shown that exposure of bare SiO2 films to 

atomic hydrogen radicals, even without any electric field, will produce electrically active defects 

essentially identical to those produced by electrical stress or radiation [61]. DiMaria [66] showed 

that the desorption rate of hydrogen from silicon surfaces is similar to the voltage dependence of 

the trap generation process. Based on data taken at IBM, he determined that hydrogen release 

requires electrons with energy levels of at least 5 eV in the anode and 2 eV in the oxide.  

 

The primary argument against the hydrogen release process for oxide breakdown is the 

apparent lack of any isotope effect for the breakdown process compared to the large effect 

observed for hydrogen/deuterium desorption and channel hot electron induced interface 

degradation. The observation of TBD does not appear to improve if an isotope of hydrogen is used 

to passivate the silicon–oxide interface [67].  

 

Degraeve and coauthors [68] gave an outline of these three models on neutral electron trap 

generation, which is shown in Figure 2.10. Figure 2.10(a) shows an overview of the AHI model. 

The AHR model is included in “Other Mechanism” of Figure 2.10(b), and the thermochemical 

model is shown in Figure 2.10(c).  
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Fig. 2.10.   Outline of neutral electron trap generation. 

In addition to the basic models described above, there are other factors that will affect the 

dielectric breakdown. Researchers have observed a strong dependence of breakdown on anode and 

cathode type. This dependence is explained by the difference in current density between an n-type 

cathode and a p-type cathode. This shifts the trap creation threshold relative to the silicon anode 

Fermi level. Furthermore, hot carrier effects can shorten the time to breakdown data. Hot electrons 

can increase the trap generation rate, causing accelerated breakdown.  

 

In more recent ultrathin oxide studies, Wu [69] proposes a non-Arrhenius temperature 

relationship and a soft-breakdown of the dielectric. Wu proposes the the following model to 

describe interrelationship and impact of voltage and temperature on breakdown:  

 

  (2.51) 

 

where TBD0 and coefficients a and b are voltage dependent.  
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2.3.3 Oxide Breakdown Models  

Projection of dielectric lifetime of a product from data collected by stressing test structures 

under accelerated test conditions requires correct models and assumptions. The voltage, 

temperature acceleration, and area scaling must be performed using the proper model.  

 

Weibull Distribution  

 

 The statistics of gate oxide breakdown are usually described using the Weibull distribution  

  (2.52) 

 

which is an extreme-value distribution in ln(x) and is a “weakest link” type of problem. Here F is 

the cumulative failure probability, t can be either time or charge, 
 is the scale parameter (63.2 

percentile), and 
 is the shape parameter. The “weakest link” model was formulated by Sune et al. 

[70] and described oxide breakdown and defect generation via a Poisson process. In this model, a 

capacitor is divided into a large number of small cells. It is assumed that during oxide stressing, 

neutral electron traps are generated at random positions on the capacitor area. The number of traps 

in each cell is counted, and at the moment that the number of traps in one cell reaches a critical 

value, breakdown will occur. Dumin [71] incorporated this model to describe failure distributions 

in thin oxides.  

 

Gate oxide failure is a weakest-link type of problem because the whole chip fails if any one 

device fails, and a device fails if any small portion of the gate area of the device breaks down. 

Statistically, if the probability of any one unit failing is p, then the probability of any one of N-

independent units failing is  

 

 . (2.53) 
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Therefore,  

 

  (2.54) 

 

From Equation (2.52) and Equation (2.54), an extremely useful property of Weibull distribution is 

derived: if the oxide area is increased by a factor (A� /A) then the curve shifts vertically by ln(A� /A) 

and the scale parameter 
 decreases to 
�, according to  

 

  (2.55) 

 

This is helpful in relating breakdown tests on individual small area capacitors to the reliability of 

an integrated circuit containing many millions of gates. 

  

The Weibull slope 
 is an important parameter for reliability projections. A key advance was 

the realization that 
 is a function of oxide thickness tOX, becoming smaller as tOX decreases [72, 

73, 74]. The smaller 
 for thinner oxide is explained because the conductive path in the thinnest 

oxides consists of only a few traps and, therefore, has a larger statistical spread.  

 

Log-normal distribution has also been used to analyze accelerated test data of dielectric 

breakdown. Although it may fit failure data over a limited sample set, it has been demonstrated that 

the Weibull distribution more accurately fits large samples of TDDB failures [75]. An important 

disadvantage of the lognormal distribution is that it does not predict the observed area dependence 

of TBD for ultrathin gate oxides.  
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Percolation Theory  

 

 The percolation theory was applied to modeling the intrinsic breakdown distribution by 

Degraeve et al. [76]. Stathis [72] used a computer simulation to demonstrate the thickness 

dependence of the number of defects at breakdown using percolation theory. 

  

 Figure 2.11 shows the percolation model for oxide breakdown. It is assumed that electron traps 

are generated inside the oxide at random positions in space. Around these traps, a sphere is defined 

with a fixed radius r, which is the only parameter of this model (see Figure 2.11(a)). If the spheres 

of two neighboring traps overlap, conduction between these traps becomes possible. The two 

interfaces are modeled as an infinite set of traps in Figure 2.11(b). This mechanism of trap 

generation continues until a conducting path is created from one interface to the other and 

breakdown occurs (see Figure 2.11(c)).  

 

 
Fig. 2.11.   The percolation model for oxide breakdown. 

The percolation model for breakdown is able to explain quantitatively two important experimental 

observations: (i) as the oxide thickness decreases, the density of oxide traps needed to trigger 
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breakdown decreases; and (ii) as the oxide thickness decreases, the Weibull slope of breakdown 

distribution decreases [68].  

2.3.4 Acceleration Factors  

 For TDDB, the calculation of acceleration factors depends on the model that has been chosen.  

 

AF of 1/E Model  

 

  (2.56) 

 

where T0 and �0 are temperature and electric field of environment 0, T1 and �1 are temperature and 

electric field of environment 1.  

 

AF of E Model  

 

  (2.57) 

 

where T0 and �0 are temperature and electric field of environment 0, T1 and �1 are temperature and 

electric field of environment 1.  

2.4 Negative Bias Temperature Instability  

2.4.1 Introduction  

 NBTI occurs to p-channel MOS (PMOS) devices under negative gate voltages at elevated 

temperatures. Bias temperature stress under constant voltage (DC) causes the generation of 

interface traps (NIT) between the gate oxide and silicon substrate, which translate to device 

threshold voltage (Vt) shift and loss of drive current (Ion). The NBTI effect is more severe for 

PMOSFETs than NMOSFETs due to the presence of holes in the PMOS inversion layer that are 
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known to interact with the oxide states. The degradation of device performance is a significant 

reliability concern for today’s ultrathin gate oxides where there are indications that NBTI worsens 

exponentially with thinning gate oxide.  NBTI has been studied and modeled since the 1960s [77].  

Deal [78] named it “Drift VI” and discussed the origin in the study of oxide surface charges. 

Goetzberger et al. [79] investigated surface state change under combined bias and temperature 

stress through experiments utilizing MOS structures formed by a variety of oxidizing, annealing, 

and metalizing procedures. They found that an interface trap density Dit peak in the lower half of 

the band gap and p-type substrates gave higher Dit than n-type substrates. The higher the initial Dit, 

the higher the final stress-induced Dit. Jeppson et al. [80] were the first to propose a physical model 

to explain the surface trap growth of MOS devices subjected to negative bias stress. The surface 

trap growth was described as diffusion controlled at low fields and tunneling limited at high fields. 

The power law relationship (t1/4) was also proposed for the first time. Study of NBTI has been very 

active in recent years since the interface trap density induced by NBTI increases with decreasing 

oxide thickness, which means NBTI is more severe with ultrathin oxide devices. New 

developments of NBTI modeling and surface trap analysis have been reported in recent years. At 

the same time, effects of various process parameters on NBTI have been studied to minimize the 

NBTI. Schroder et al. [81] did an extensive review of those models and the effects of 

manufacturing process parameters. In this report, the failure mechanism, models, and related 

parameters of NBTI will be briefly discussed.  

2.4.2 NBTI Failure Mechanisms  

 Silicon dioxide, the critical component of silicon devices, serves as insulation and passivation 

layers and is never completely electrically neutral. Mobile ionic charges, oxide trapped electrons or 

holes, fabrication-process-induced fixed charges, and interface trapped charges are four main 

categories of charges inside oxide and at the silicon–oxide interface. The electrical characteristics 

of a silicon device are very sensitive to the density and properties of those charges. As is already 

known, the threshold voltage of a p-channel MOSFET is given by:  

 

  (2.58) 
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where �B = (kT/q) ln(ND/ni), |QB| = (4q�Si �B ND)1/2, and Cox is the oxide capacitance per unit area. 

The flat band voltage is given by:  

 

  (2.59) 

 

where Qf is the fixed charge and Qit is the interface trapped charge. From Equation (2.58) and 

Equation (2.59) it can be found that the only parameters to change the threshold voltage are Qf and 

Qit. Most of the NBTI failure mechanism research has been focused on the generation of Qit.  

 

Interface Trap Generation: Reaction-Diffusion Model  

 

Jeppson and Svensson [80] were the first to propose the reaction-diffusion model to explain the 

generation of interface states at low fields. In their model, it is assumed that the silicon interface 

contains a large number of defects. Those defects are electrically inactive and can be activated 

through chemical reaction like this:  

 

  (2.60) 

 

 

  (2.61) 

 

where Xinterface is a diffusing species that is formed at the interface in the reaction. Based on the 

infrared measurements report that showed large numbers of Si�H groups existed in bulk silicon 

and probably also at the interface, Jeppson et al. proposed this reaction: 

 

  (2.62) 

 

where Si3 � SiH is the surface defect, Si3 � Si is the surface trap, O3 � Si+ is the oxide charge, and 

O3 � SiOH is the diffusing X. When the defect is activated, the H of SiH bond is released by some 
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dissociation mechanisms and reacts with the SiO2 lattice to form an OH group bonded to an oxide 

atom, leaving a trivalent Si atom in the oxide to form a fixed charge and one trivalent Si atom at the 

Si surface to form an interface trap. This chemical reaction is schematically shown in Figure 2.12. 

The number of interface traps relationship, Nit ~ t1/4 was observed and mathematically proven by 

assuming the process is diffusion limited rather than reaction-rate limited.  

 

 
Fig. 2.12.   Schematic two-dimensional representation of the Si�SiO2 interface, showing (a) the � 

Si defect, (b) how this defect may be electrically activated during NBTI to form an interface trap, a 

fixed oxide charge, and a hydroxyl group, and (c) the OH diffuses through the oxide. Adapted from 

[80]. 

 

Various mechanisms have been proposed for the dissociation process. Ogawa et al. [82] listed 

three of those:  

1.   High-electric field dissociation  

Si3 � SiH � � Si3 � Si +Hi, where Hi, the neutral species X, is an interstitial hydrogen 

atom.  

2.  Interstitial atomic hydrogen attack Si3 � SiH +Hi � � Si3 � Si+H2, molecular hydrogen 

H2 is the species X.  

3.   Dissociation involves holes  

      Si3 � SiH + H+ � Si3 � Si +H+. 

 

The actual diffusing species X have not yet been identified. Possibilities include interstitial atomic 

hydrogen (Hi) [82], molecular hydrogen (H2), hydroxyl (OH) group, and proton (H+) [83]. 
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Rashkeev et al. [83] did first-principles calculations to show proton is the only stable charge state 

of H at the Si�SiO2 interface. The protons can react directly with SiH to form H2 and leave behind 

positively charged dangling bonds.  

 

Fixed Charge Generation  

 

 The fixed charge Qf is a positive charge in the oxide and near the Si�SiO2 interface. It cannot 

be charged or discharged by varying the silicon surface potential, and is primarily due to excess 

silicon species introduced during oxidation and during postoxidation heat treatment [77]. Ogawa et 

al. [82] determined fixed oxide charge densities from capacitance-voltage measurements and 

interface trap densities from conductance measurements of MOS capacitors under low field stress 

range from �1.6 to �5.0 MV/cm. The formulated expressions for the number of fixed and interface 

traps, Nf and Nit, are:  

 

  (2.63) 

 

 

  (2.64) 

 

where B and C are two constants that are independent of Eox, T, and Tox. The thickness of oxide in 

their experiments ranged between 4.2 to 30 nm; together with an early report [77] that stated no 

thickness dependence of fixed charges for 40 through 100 nm oxides, showed that �Nf is 

independent of oxide thickness across a wide range. �Nit is inversely proportional to oxide 

thickness as is shown in Equation (2.64), which means NBTI is worse for thinner oxides.  

 

Saturation and Recovery  

 

 Recent results indicate NBTI shifts tend to saturate over time [81, 84]. One possible reason is 

the reaction limitation mechanism; the generation of Si+ decreases as the number of available SiH 

bonds reduces with time. Threshold voltage shifts as a result of NBTI also tend to recover over 
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time after annealing [80]. This means that NBTI might exhibit different characteristics, depending 

on whether the device is operating at AC or DC. For example, Abadeer et al. [85] reported a 

threefold increase in the magnitude of threshold voltage shift under DC operation, compared to the 

shift under AC operation. In another NBTI experiment, Rangan [86] showed that recovery is 

independent of stress voltage, time, and temperature (under 25°C), but can reach 100% at 25°C. 

The mechanism of recovery is still under investigation and there is much work in this area. One 

explanation is that the diffusion species, X, moves back to the Si�SiO2 interface under the 

influence of positive gate voltage and passivates the Si-dangling bond [87].  

2.4.3 NBTI Models  

 The time dependence of the threshold voltage shift (�VTH) is found to follow a power-law 

model  

 

  (2.65) 

 

where A is a constant that depends on oxide thickness, field, and temperature. The theoretical value 

of the time dependence parameter n is 0.25 according to the solution of diffusion equations [80]. 

Reported value of n is in the range from 0.2 to 0.3. According to Chakravarthi [84], the values of n 

vary around 0.165, 0.25, and 0.5 depending on the reaction process and the type of diffusion 

species. The temperature dependence of NBTI follows the Arrhenius law with activation energies 

ranging from 0.18 to 0.84 eV [88, 89].  

 

Improved models have been proposed after the simple power-law model. Considering the 

temperature and gate voltage, �VTH can be expressed as  

 

  (2.66) 

 

where A and 
 are constants and VG is the applied gate voltage. Liu et al. [90] proposed a new 

model considering the reversible reaction and diffusion processes,  
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  (2.67) 

 

where Bi represents the total number of trivalent silicon bonds in reaction (i) and �i is time constant 

for reaction (i), which considers both the forward and the reverse reaction. 
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3  FAILURE RATE BASED SPICE (FARBS) RELIABILITY 

SIMULATION  

3.1     Introduction  

 The FaRBS (Failure Rate Based SPICE [spacecraft, planets, instrument, C-matrix, events]) 

reliability simulation tool provides microelectronic chip designers and device reliability engineers a 

method to quantify product reliability, as well as to make accurate performance and reliability 

tradeoffs in the product-development stage. Chip designers and device reliability engineers utilize 

SPICE circuit simulators to determine device real-time operating parameters, then employ state-of-

the-art semiconductor wearout failure models to estimate a device’s lifetime or failure-in-time 

(FIT) value. These wearout failure models are based on the same principles as those for accelerated 

lifetime tests; therefore, their model parameters can be derived from stress experiments. By 

assuming that all failures will be random and scalable and that devices have no dominating failure 

mode by design, system designers can apply the sum-of-the-failure-rate model and the improved 

acceleration factor and FIT model to calculate the overall mean-time-to-failure (MTTF)/FIT values 

of the systems. Finally, based on the above FaRBS simulation results, more accurate performance 

and reliability trade-offs can be made to guide the development of long-life or high-reliability 

electronic systems. Chip designers and device reliability engineers do not have the transistor-level 

SPICE netlist, they can use SPICE macro models of common circuit blocks (Op Amp, static 

random access memory [SRAM] blocks, field programmable gate array [FPGA], analog-to-digital 

converter / digital-to-analog coverter [ADC/DAC], and other digital logic blocks) from reliability 

libraries supplied by FaRBS to do similar reliability simulation. SPICE macro models can be 

simulated and improved with FaRBS to include value-added reliability parameters.   

3.2 Modules and the Process of FaRBS  

 The modules and process of FaRBS are shown in Figure 3.1. The function of each constituent 

module is summarized below.  
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Fig. 3.1.   Modules and data flows in FaRBS. 

3.2.1 Sensitivity Analysis  

 It is a significant amount of work for large-scale electronic-system designers to perform full-

scale SPICE simulation due to the ever-increasing complexity of the circuits. Oftentimes, 

transistor-level schematics and SPICE netlists for commercial parts are considered proprietary, 

which also prohibits the full-scale transistor-level SPICE simulation. From a functional 

perspective, not every block contributes equally to system failure. In most mixed-signal 

applications, the probability of failure from some specific blocks is an order of magnitude higher 

than others. In this case, hardware failure sensitivity analysis can be employed to help identify the 

critical or failure-prone blocks in the system. System designers only need to carry out transistor-

level SPICE simulation for these identified blocks. Other blocks can be characterized by behavior-

level SPICE macro models, which are normally provided by device suppliers and easy to access. 

Hardware failure sensitivity analysis at the transistor-level schematic can be performed by 

selecting nodes in the circuit according to failure distribution and by injecting appropriate faults 

using fault-injection algorithms at these nodes. Some wearout failures leading to increased leakage 

current can be modeled as current sources at corresponding nodes. The theoretical basis for 

sensitivity analysis can be found in [91]. Basically, there are two environments suitable for 

hardware failure sensitivity analysis: one is SPICE simulation [91], the other is VHDL modeling 
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[92]. The fault injection models and algorithms for sensitivity analysis regarding those wearout 

failure mechanisms are under development.  

3.2.2 SPICE Simulation  

 As CMOS scaling pushes device performance to technological limits and diminishes reliability 

margins, performance and reliability tradeoffs based on the worst-case DC stress analysis are no 

longer accurate and will result in more stringent design constraints and increased cost. In real 

operating conditions, devices experience time-variant voltage or frequency stresses. The effective 

AC stress time during which the transistor undergoes real stresses is only a fraction of worst-case 

DC stress time. If a lifetime factor is defined as the ratio of worst-case DC age to AC age, in a 100-

MHz application, the lifetime factors of the n-channel metal oxide semiconductor field effect 

transistor (NMOSFET) and the p-channel MOSFET (PMOSFET) reported in [93] are 120 and 300, 

respectively. Therefore, to accurately model device lifetime, real-time operating parameters should 

be determined from SPICE.  

 

In FaRBS, the process for SPICE simulation is fairly straightforward. After the sensitivity 

analysis, the transistor-level schematics or SPICE netlists of reliability critical blocks and the 

behavior-level SPICE macro models are fed into the SPICE simulator. MOSFET models and 

technology files are then selected according to the system specifications. The DC analysis of 

SPICE determines the DC operation point of the circuit. This is automatically performed prior to a 

transient analysis to determine the transient initial conditions and prior to an AC small-signal 

analysis to determine linearized, small-signal models for nonlinear devices. The AC small-signal 

analysis of SPICE computes the AC output variables as a function of frequency. The transient 

analysis of SPICE computes the transient output variables as a function of time over a user-

specified time interval [94]. The outputs of these SPICE analyses are device real-time operating 

parameters, such as voltage, current, and frequency.  
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3.2.3 Wearout Models  

 Wearout models for deep submicron CMOS devices, including electromigration (EM), hot 

carrier injection (HCI), time-dependent dielectric breakdown (TDDB), and negative bias 

temperature instability (NBTI), have been discussed. The model equations are recapitulated here.  

 

1. EM 

  (3.1) 

 

where AEM is an empirically determined constant, EaEM is the activation energy of EM, and J is the 

current density flowing the interconnects. J can be determined by SPICE simulation with,  

  (3.2) 

 

where C is the parasitic capacitance, W and H are the width and thickness of a metal line, f is the 

clock frequency, and Pr is the probability that the line toggles in a clock cycle.  

 

2. HCI  

  (3.3) 

 

where AHCD and � are constants determined from lifetime testing and Vds is the drain-to-source 

voltage. This simple equation is only valid for a small range of voltages near the maximum 

substrate current.  

 

3. TDDB  

  (3.4) 
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where Vgs is the gate voltage; T is the temperature; 
, 
, X, and i are fitting parameters; and ATDDB is 

an empirically determined constant. AG is the total gate oxide surface area.  

 

4. NBTI  

  (3.5) 

 

where ANBTI is process-related constant, � is voltage acceleration factor, and EaNBTI is activation 

energy.  

3.2.4 System Reliability Model  

The lifetime of each wearout failure mechanism for each interconnect and MOSFET in a circuit 

can be determined by Equations (3.1), (3.3), (3.4), and (3.5). To obtain the lifetime for the entire 

circuit, we need to combine the effects of these different wearout mechanisms across different 

structures. The system reliability can be estimated by the competing failure model, as follows:  

  (3.6) 

 

where MTTFs is the lifetime of a circuit composed of n units and MTTFij is the lifetime of each 

failure mechanism for each unit.  

3.3  Parameter Extraction Model 

 How to accurately determine those model parameters in wearout models is an essential part of 

FaRBS simulation method. Parameter extraction always involves tedious processes; therefore, 

some commercial tools have been developed to facilitate this extraction work. Sometimes, there 

will be a distinct discrepancy in the extracted parameter values, depending on the extraction 

methodology employed. System designers might have to set up complex accelerated stress 

experiments to calibrate and model parameters per system specifications. One of the most efficient 

and accurate model-extraction tools on the market is BSIMProPlus from Cadence, which offers 
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active and passive device modeling solutions for various process technologies. BSIMProPlus 

supports lifetime parameter extraction for HCI and NBTI reliability modeling. The stressing and 

data collection for NBTI and HCI are automated through simultaneous control of various types of 

measurement hardware. BSIMProPlus provides real-time stress status; monitors device 

degradation during stress through periodic measurement of MOSFET threshold voltage, 

transconductance, gate, and bulk current characteristics; measures and saves I-V characteristics 

during stress; and makes data files available for viewing. It accommodates two lifetime extraction 

models (substrate-current and gate-current models) and enables links to circuit reliability and full-

chip reliability simulators. The detailed description and application of BSIMProPlus can be found 

in [95].  

3.4    Derating Voltage and Temperature for Reliability  

 Technology is mainly driven by a few fast-moving markets, such as wireless communication 

systems and entertainment electronics, wherein devices are customized and fabricated to explore 

their performance to the limits, sometimes by sacrificing reliability. As a result, most Commercial-

off-the-Shelf (COTS) devices currently available in the market have high performance but short 

lifetimes, which might limit the lifetimes of the systems in long-life applications if such COTS 

devices are incorporated. The lifetime models developed in the previous chapters offer a way to 

address this problem: operating devices at reduced voltage, frequency and temperature levels than 

their original ratings, i.e., derating. In CMOS circuits, power dissipation is determined by 

frequency, voltage and temperature. Reduction in voltage will significantly reduce the power 

dissipation; similarly, reduction in frequency and temperature will also lead to a corresponding 

reduction in power dissipation. There is a positive relationship between the peak power dissipation 

of CMOS digital circuits and many wearout mechanisms; consequently, even though derating 

voltage, frequency, and temperature does degrade the performance of a device, it also reduces the 

physical stresses on the device, thereby increasing its expected useful life [96, 97].  

 

Derating voltage and temperature for reliability improvement is one of the major applications 

of FaRBS. Based on lifetime models of failure mechanisms, if all model parameters are calibrated 

from testing, FaRBS can accurately predict device and circuit failure rate and characterize circuit 
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derating behaviors under different voltage and temperature stresses through SPICE simulation. 

Through the introduction of a unified derating factor, FaRBS simulation is capable of formulating 

practical derating design guidelines for improving product lifetime and reliability in long-life 

applications.  

3.4.1 Circuit Design and Simulation  

 A 17-stage ring oscillator consisting of CMOS inverters and interconnecting capacitors is 

simulated in order to investigate voltage and temperature derating effects. A CMOS ring oscillator 

has been widely used as a test circuit for monitoring process variations and characterizing 

reliability behaviors because its oscillating frequency is sensitive to SPICE model parameters. 

Figure 3.2 shows the schematic diagram of the 17-stage ring oscillator. The BSIM3v3 model is 

used to characterize the MOSFETs Qn and Qp, and the model parameters are taken from a TSMC 

0.18-μm CMOS process. The TSMC 0.18-μm CMOS process supports 1.8-V and 3.3-V 

applications. 1.8-V technology is widely used in general purpose and low-power design, while 3.3-

V technology is used for high-quality mixed-signal or RF devices. In the following simulation, the 

rated value of power supply voltage VDD is selected as 3.3 V to set a wider voltage derating range. 

To obtain symmetrical transfer characteristics, the device gate widths (Wn of Qn and Wp of Qp) are 

designed to follow the well-known relationship: 

 

  (3.7) 

 

The extracted values of electron and hole mobilities are μn = 263.8 cm2/V and μp = 118.3 

cm2/V therefore, the gate geometries of Qn and Qp are designed to be Ln = Lp = 0.35 μm, Wn = 1.10 

μm, and Wp = 2.60 μm. The overall simulation is divided into three steps to investigate voltage 

scaling effects, temperature scaling effects, and DC transfer characteristics, respectively.  
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Fig. 3.2.   The schematic design of the ring oscillator, which consists of 17-stage CMOS inverters 

and interconnecting capacitors. 

3.4.2 Simulation Results and Analysis  

Voltage Derating Analysis  

 

 The transient analysis is performed by sweeping the power supply voltage VDD from 1.0 V to 

4.0 V with incremental steps of 0.1 V in order to investigate voltage derating behaviors. The 

ambient temperature is set to 27°C. When VDD is scaled, the oscillating frequency monotonically 

increases from 80.91 MHz to 418.5 MHz.  

 

For a CMOS inverter, if the pull-down delay �n of an NMOSFET is defined as the time for the 

output voltage to decrease from VDD to VDD/2, then �n can be expressed as:  

 

  (3.8) 
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where Vtn is the threshold voltage, μneff is the electron effective mobility, W is the channel width, L 

is the channel length, and C is the output loading capacitance. When VDD >> Vtn, �n is 

approximately proportional to the inverse of VDD. The similar expression can be derived for the 

pull-up delay �p of PMOSFET. The transition delay � of the CMOS inverter is the arithmetic 

average of �n and �p (i.e., � = (�n+�p)/2). Therefore, when VDD is scaled down in proper range, the 

operating frequency of the ring oscillator will decrease proportionally. The power consumption of 

CMOS circuits mainly comes from switching periods in dynamic operation because their static 

power dissipations are negligible; the total average power consumption PD can be estimated as:  

 

  (3.9) 

 

where CL is the total loading capacitance on the chip, and f is the frequency at which the circuit 

switches [98]. Figure 3.3 is the simulation result of frequency and power dissipation derating 

trends with respect to VDD. Both Equation (3.9) and simulation results show that voltage derating 

significantly affects power dissipation. When voltage increases 4 times, the frequency increases 

approximately 5 times, whereas the power dissipation increases up to 100 times. Thus, the net 

result of the dependence of the power dissipation on the voltage is much stronger than a simple 

quadratic relationship.  
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Fig. 3.3.   The derating relationship of frequency and power dissipation vs. VDD. When voltage 

increases 4 times, the frequency increases approximately 5 times, whereas the power dissipation 

increases approximately 100 times.  

 

The above voltage derating analysis is based on a quasi-static assumption that the device 

response is quick enough compared with the switching speed of its terminal voltage. This 

assumption is valid only when the input signal’s rise and fall times are much longer than the carrier 

transit time across the channel. For very short channel devices, the carrier transit time �tran is 

determined by the carrier saturation transit time �sat = L/�sat or average transit time �avg = L2/(μeff 

VDD), whichever is larger. For the 0.18-μm NMOSFET SPICE parameters, �sat = 3.9 ps. When VDD 

is greater than 1.2 V, the electron average transit time across the channel �avg is smaller than �sat; 

therefore, during the whole range of voltage derating (from 4.0 V down to 1.0 V), the device 

response time (i.e., �tran) is determined by �sat and, as a result, keeps constant. The simulated 

minimum switching delay of terminal voltage for the CMOS inverter is much larger than �tran. This 

means the quasi-static assumption is held for the above simulation and the voltage derating 

behaviors in light of frequency and power dissipation, given by Figure 3.3, are valid.  
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The above voltage derating and timing response analysis formulate a guideline for setting 

proper lower-bounds of VDD in some special applications. For high frequency applications where 

switching delay is comparable to �tran, and in some mixed-signal applications where long channel 

devices coexist with short channel devices, �tran will be greater than the switching delay of device 

terminal voltage if VDD is derated below some critical value. Thus, the quasi-static assumption 

would no longer be valid. In these situations, a non-quasistatic model should be incorporated in the 

simulation to account for possible new voltage, derating behaviors.  

 

Temperature Derating Analysis  

 

 Temperature is another controllable and reliability-sensitive design parameter because a 

number of important device parameters, such as mobility, threshold voltage, and saturation 

velocity, are temperature dependent. To determine the temperature derating behaviors of frequency 

and power dissipation, the temperature transient analysis of the same ring oscillator is performed 

by sweeping the temperature from 0°C to 150°C with steps of 10°C. VDD is set to 3.3 V during the 

process.  

 

Carrier mobility is a well-known temperature-dependent parameter. Phonon scattering, surface 

scattering, and impurity scattering are major scattering mechanisms governing the characteristics 

of carrier mobility; these mechanisms follow different temperature dependencies. At low 

temperature, impurity scattering dominates and the mobility increases with rising temperature; 

while at high temperature, phonon scattering starts to prevail and the mobility will decrease and 

follow the trend μeff 
 T �3/2. These competing temperature effects result in a non-monotonic 

dependence of the mobility on temperature and lead to the existence of a maximum carrier 

mobility value [99]. According to the discussion in the above section, for long-channel devices 

operated at very low VDD, the carrier transit time �tran sets device switching speed and is determined 

by �avg = L2/(μeff VDD), in which carrier mobility μeff is the only temperature-dependent factor. 

Therefore, the derating relationship between temperature and frequency of long channel devices 

operated at low voltage is mainly governed by μeff. Due to the aforementioned non-monotonic 

dependence of the mobility on temperature, in the derating curve of frequency vs. temperature, 
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there should exist a maximum frequency value at which the mobility is maximal and has a 

relatively weak temperature sensitivity.  

 

If the device channel length is very short and VDD is high, device operating speed is determined 

by the interconnecting and parasitic capacitances (refer to Equation (3.8)). In the BSIM3v3 model, 

parasitic capacitances are temperature dependent but not in linear relation; therefore, device 

operation frequency will demonstrate nonlinear behavior when temperature is derated. The 

relations of frequency and power dissipation vs. temperature in this case are plotted in Figure 3.4, 

which shows a minimum frequency value at temperature 120°C and, therefore, demonstrates a 

different behavior from that of long-channel devices.  

 

 
Fig. 3.4.  The derating curves of frequency and power dissipation vs. temperature. Operation 

frequency and power dissipation follow nonlinear trends when temperature is derated and 

simulation shows a minimum frequency value at approximately 120°C.  

 

Temperature derating behavior around these maximum or minimum frequency values has an 

interesting implication in the process of derating temperature for reliability. Simulation identifies 

relatively flat regions around these extreme value points, so temperature derating within these flat 
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regions will cause little variation in circuit speed and power consumption, which simplifies 

performance and reliability tradeoffs.  

 

The above analysis formulates a guideline for effectively derating temperature for the sake of 

reliability improvement. The flat region of temperature derating curves must be properly identified. 

Otherwise, short channel devices might not obtain lifetime enhancement even though temperature 

is derated, and long channel devices might lose the potential to gain lifetime extension by scaling 

temperature without sacrificing performance.  

 

Threshold voltage, saturation velocity and parasitic drain and source resistances are other 

important parameters that are sensitive to temperature. Threshold voltage Vt increases as 

temperature decreases due to the shifts of Fermi level and bandgap energy. Saturation velocity �sat 

is determined by the critical field and carrier effective mobility μeff, thereby also varying with 

temperature. Although μeff has complicated temperature dependency, �sat is actually a weak 

function of temperature and usually demonstrates a simple dependence on temperature: �sat 

decreases as temperature increases [100]. Parasitic drain/source series resistance Rds consists of 

contact resistance, drain and source diffusion sheet resistance, and spreading resistance resulting 

from current crowding at the edge of the inversion layer. In the BSIM3v3 model, Vt, �sat and Rds are 

all modeled with linear relations to temperature [101].  

 

Derating temperature alone does not influence device performance as much as derating 

voltage; but reducing temperature and voltage together will produce an order of magnitude 

reliability improvement. This significant improvement results from the modification of device 

junction temperature Tj, which is dependent on the power dissipation PD, the ambient temperature 

Ta, and the thermal impedance �ja:  

 

  (3.10) 
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The dependence of Tj on VDD is given by:   

 

  (3.11) 

 

where V0
DD and T0

j denote normal operating values for voltage and junction temperature, VDD and 

Tj represent derated values for voltage and junction temperature, Vt is threshold voltage, and Ta is 

the ambient temperature. Each of these parameters can be controlled in circuit design [102]. 

Temperature derating does provide an alternative to improve device reliability; however, the above 

temperature derating behaviors are only valid within the temperature range of �50°C to 150°C due 

to the SPICE model limitation. Beyond this range, complicated scattering mechanisms start to 

dominate and significantly change the temperature behaviors of low VDD devices; consequently, an 

additional temperature derating model will be required to characterize any new temperature 

behaviors [101].  

 

Voltage Transfer Analysis  

 

 Digital integrated circuits consist of various kinds of interconnected logic gates; the voltage 

signals are always contaminated by noise. To characterize the noise tolerance or immunity of a 

circuit to undesired external perturbations, designers normally need to explore and properly set the 

noise margin parameter that is the difference of equivalent voltage levels between output and input 

of consecutive gates. Noise magnitude must be within the noise margin to make logic gates work at 

the correct input and output voltage levels. There are two noise margin parameters: NML = VIL � 

VOL for low signal levels, and NMH = VOH � VIH for high signal levels, where VIL is input low 

voltage, VIH is input high voltage, VOL is output low voltage, and VOH is output high voltage. These 

parameters characterize the DC input-output voltage behaviors and determine the circuit noise 

tolerance to external signal perturbations. Setting proper values for these noise margins is a basic 

design consideration for realizing intended functions and enabling correct voltage derating.  

 

The simulation results for the two noise margin parameters NML and NMH vs. VDD are plotted 

in Figure 3.5, which shows that over the voltage derating range of 4.0 V to 1.2 V, NML and NMH 
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approximately decrease linearly with VDD. Therefore, derating does not change the ratios of noise 

margin to voltage.  

 

 
 

Fig. 3.5.  The simulation results for NML and NMH vs. VDD. Over the voltage derating range of 4.0 

V to 1.2 V, NML and NMH approximately decrease linearly with VDD. 

 

 Sufficient noise margin is very important for a circuit in severe environments where noise can 

corrupt the circuit signals. Figure 3.5 shows that when VDD is very small, noise margins will 

decrease to very low levels. Therefore, in low-power applications where noise is ubiquitous, noise 

margin might impose lower limits on voltage derating. Nevertheless, the frequency can be 

decreased more than what is required only by voltage reduction to reduce the noise sensitivity, and 

a derated device can have greater noise tolerance than its full performance specification. Figure 3.6 

is the plot of DC voltage transfer characteristics (VTC) under different input voltage dynamic 

range (from 0.5 V to 4.5 V). For an ideal CMOS inverter, the output dynamic range is from 0 to 

VDD. When VDD scales down, it is obvious that the width of the uncertain region (i.e., transition 

region) of VTC reduces proportionally. Reducing the width of the uncertain region is one of the 

most important design objectives for lowering power and boosting speed; however, there exists a 
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limit for excessively reducing the width of this transition region due to the MOSFET threshold 

voltage requirements.  

 

 
 

Fig. 3.6.  DC VTC curves at different power supply voltage (from 0.5 V to 4.5 V). When VDD scales 

down, the transition region of VTC reduces proportionally. When VDD is lower than 0.8 V, the 

transition region disappears, and the VTC exhibits a hysteresis behavior.  

 

Figure 3.6 shows that when VDD is lower than 0.8 V, the transition region disappears and VIL 

quickly approaches VIH. In this case, the inverter will operate with a region wherein none of the 

transistors is conducting. This means the inverter can no longer function correctly. In theory, the 

lower limit for VDD is bounded by the summation of NMOSFET and PMOSFET threshold 

voltages:  

 

  (3.12) 
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For the 0.18-μm technology being considered, Vtn = 0.368 V and Vtp = 0.435 V, their 

summation is approximately 0.8 V; the simulation result, therefore, conforms to the theory. When 

VDD is lower than VDD (min), the VTC will contain a cut-off region. The output voltage within this 

region will maintain its previous state due to the charge preservation at the output node. Thus, the 

inverter VTC exhibits a hysteresis behavior at very low supply voltages [97].  

 

Derating Model and Derating Factor  

 

 Designers may inappropriately draw a conclusion from the above simulation that the voltage 

and temperature derating margin is very large, when in fact, designers do not have that much 

flexibility because they must adhere to the published device specifications. When MOS devices go 

down to deep submicron dimensions, the nominated supply voltages are also lowered to subdue 

electric fields; e.g., in 0.13-μm technology, the supply voltage VDD is as low as 1.2 V. According to 

the ITRS 2002 Update, for 90-nm technology, VDD will be even lower than 1.0 V. However, 

threshold voltages have not been scaled down proportionately over technology generations, and 

some aforementioned mechanisms also impose lower limits on VDD. Consequently, derating VDD in 

valid ranges is not trivial. With technology advancement, an in-depth understanding of derating 

behaviors, accurate derating models, and practical design guidelines become more and more 

important for circuit designers.  

 

 The idea of derating for reliability originated with the principles of accelerated stress tests 

(ASTs), wherein devices are over-stressed to precipitate failures within a reasonably short time 

span, and then their reliability parameters are extrapolated back to normal operation conditions. 

Derating can be treated as a reverse application of AST; furthermore, designers need simple rules 

to derate devices for desired lifetime improvement without affecting performance. A new factor, 

derating factor Df, as a counterpart to the acceleration factor in AST, is introduced.  This factor is 

defined as the ratio of the MTTF of a device operating at derated conditions (MTTFd) to its MTTF 

at rated operation conditions (MTTF0):  

 

  (3.13) 
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Df can represent the total effect of various wearout mechanisms at the circuit level. From the 

lifetime models presented in the previous chapters, it is easy to obtain the expressions of Df for the 

four wearout mechanisms: HCI, TDDB, NBTI, and EM, respectively.  

 

  (3.14) 

 

 

  (3.15) 

 

 

  (3.16) 

 

 

  (3.17) 

 

where I0
sub, V0

gs, J0, E0
2 and T0

j denote rated operating values for nominal use conditions, while Isub, 

Vgs, J, E2, and Tj represent expected derated values. The above four individual derating factors are 

related to the total derating factor Df with a function fd :  

 

  (3.18) 

 

The most important part of a derating model is to determine the function fd. Derivation of the 

explicit expression for fd is complicated and requires detailed information of circuit architecture 

and stress conditions. However, for a simple analysis, designers can assume that DfHCI, DfTDDB, 
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DfNBTI, and DfEM are independent of each other; therefore, within small derating scales, fd can be 

approximated with a linear relation:  

 

  (3.19) 

 

where CHCI, CTDDB, CNBTI, and CEM are constants and their values can be determined from 

experimentation or simulation. When the derated condition is the same as the rated condition, there 

is no derating and the total derating factor Df equals unity:  

 

  (3.20) 

 

Equation (3.20) indicates that the summation of CHCI, CTDDB, CNBTI, and CEM  always equals 

unity for any derating process:  

 

  (3.21) 

 

From Equations (3.14)–(3.17), designers can determine DfHCI, DfTDDB, DfNBTI, and DfEM under 

any derated voltage and temperature conditions. If CHCI, CTDDB, CNBTI, and CEM are calibrated from 

simulation or testing work, the overall circuit derating factor Df can be predicted from Equations 

(3.18) and (3.19).  

 

Derating Factor and Simulation  

 

 For the purpose of obtaining knowledge on the derating factor and understanding its influence 

on circuit reliability improvement, the dependence of Df on VDD is simulated and a derating graph 

is generated within a reasonable scale.  

 

Currently, there is no universally accepted lifetime distribution model for all device wearout 

mechanisms; however, failure information extracted from an avionics maintenance database has 
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been researched, and statistical analysis has been performed to obtain information relating to how 

circuits fail [103]. Overwhelming evidence points to an exponentially distributed failure pattern for 

aerospace circuits [102], prompting an assumption that circuit lifetime distribution is 

approximately exponential, no matter what the lifetime distribution is for each of the device 

wearout mechanisms.  

 

A simple method to calculate CHCI, CTDDB, CNBTI, and CEM  starts from an assumption that each 

wearout mechanism contributes equally to the total derating effect. This is a plausible assumption; 

otherwise, if any wearout mechanism is more significant than others, designers and manufacturers 

will develop techniques to attenuate its effect. A good example is the development of the lightly 

doped drain (LDD) structure for suppressing HCI effect. Upon this assumption, CHCI, CTDDB, CNBTI, 

and CEM will conform to the following ratios:  

 

  (3.22) 

 

Combining Equations (3.21) and (3.22), we can easily find the expressions for CHCI, CTDDB, 

CNBTI, and CEM as follows:  

 

  (3.23) 

 

 

  (3.24) 

 

  (3.25) 
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  (3.26) 

 

Substituting Equations (3.23)–(3.26) into (3.18) and (3.19), we conclude with a very simple 

derating factor model:  

 

  (3.27) 

 

The voltage derating trends governed by this simple Df model are simulated with typical model 

parameters from the 0.18-μm technology. VDD is derated within the range [100%–80%] of its rated 

value (i.e., V0
DD = 3.3 V). Figure 3.7 is the plotting of the relation between Df and VDD/ V0

DD, 

which shows that within the derating range, the dependency of Df  on VDD, after being normalized 

to V0
DD, is an exponential relation. Figure 3.7 also indicates that the variations of individual 

derating factors are different by up to three orders of magnitude.  Another derating factor for the 

lower-rated voltage V0
DD = 1.8 V is also plotted in Figure 3.7. These two derating factors at 

different rated voltages almost follow the same trend, which reveals that no matter what the rated 

voltage is, if voltage is derated to the same ratio, the reliability gain is nearly the same. This is a 

very important derating guideline. The above derating analysis has been verified by the 

experimental work in [104].  
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Fig. 3.7.   Trends of Df vs. VDD/V0
DD with typical model parameters from the 0.18–μm technology. 

VDD is derated within the range [100%–80%] of its rated value V0
DD =3.3 V. The trend of Df when 

V0
DD = 1.8 V is also plotted for comparison.  

3.5    FaRBS Application: An Analog-to-Digital Converter Reliability Simulation  

3.5.1 Introduction  

 An Analog-to-Digital Converter (ADC) is a data-acquisition device that interconnects and 

converts real-world signals into digital codes that will be processed by digital units with high speed 

and low cost. Due to its critical role in systems, many conversion techniques and architectural 

styles have been proposed to implement analog-to-digital conversion functionality. ADCs can be 

broadly classified into high-speed and high-resolution structures. Flash, folding and interpolating, 

multistep, and pipelined architectures belong to the high-speed category. Successive 

approximation, delta-sigma, and integrating architectures implement high-resolution conversions. 

These two categories trade off speed and accuracy [91], as is shown in Figure 3.8.  

 



 3 Failure Rate Based SPICE (FaRBS) Reliability Simulation 

95 

 

 
Fig. 3.8.   ADC speed and resolution tradeoff. 

Compared to digital circuitry, little work has been done on reliability modeling and simulation 

of analog and mixed-signal counterparts, while the reliability constraints of the technology dictate 

that the analog circuit operates at the same or even worse stress levels. Significant reliability 

concerns encountered by analog devices (ADC in particular) have been discussed in [105], where 

TDDB and HCD are identified as two primary failure mechanisms experienced by switched-

capacitor implementation of analog circuits in the process of voltage scaling for reliability. In this 

work, for simplicity, we only estimate lifetimes of ADCs due to HCD. Full analysis including EM, 

TDDB, and NBTI will be performed in the work of SRAM reliability simulation with FaRBS.  

3.5.2 ADC Circuits  

 A flash ADC, also known as a fully parallel architecture, is conceptually the simplest and 

fastest architecture and is easy to understand. An n-bit flash ADC consists of a ladder of 2n-1 

comparators and a set of 2n-1 equally distributed voltage reference values normally generated from 

a poly resistance string. Each of the comparators samples the analog input signal and compares the 

signal to its reference value. Each comparator then generates a digital output (low voltage or high 
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voltage) indicating whether the input signal is larger or smaller than the reference assigned to that 

comparator. The output pattern of these 2n-1 comparators is often referred to as a thermometer 

code. This name is derived from the fact that if the comparator outputs are listed in a column and 

ordered according to the reference values associated with the comparator that produced them, the 

ones would all be at the bottom, and the zeroes all at the top. The level of the boundary between 

ones and zeroes would indicate the value of the signal, much as the level of mercury in a mercury 

thermometer indicates the temperature. Finally, a digital encoder unit converts the thermometer 

code produced by the comparators to a binary code and outputs this code to the digital signal 

processing units that follow. The two primary drawbacks to the flash ADC are the large hardware 

requirement and sensitivity to comparator offsets.  

 

A well-designed, 6-bit, 1.3-G sample/s, flash, high-speed ADC based on 0.35-μm CMOS 

process has been developed by Michael Choi et al. at UCLA [106]. In this work, the purpose is not 

to investigate design techniques for ADC to achieve high speed and high performance, but rather 

to illustrate how FaRBS will be applied to devices for reliability modeling and simulation. For this 

purpose, a typical and simple circuit structure is considered. Therefore, based on the similar circuit 

techniques for the 6-bit, 1.3-G sample/s, flash, high-speed ADC, a simplified 3-bit flash ADC was 

designed as a candidate example. 

  

Figure 3.9 is the circuit block diagram of the 3-bit flash ADC. The clock circuit synchronizes 

the operations of all other circuit blocks. In most designs, much effort will be put on the clock 

circuit because it is vital for other blocks. As a result, problems associated with clock (e.g., skew, 

jitter, feedthrough, etc.) and its hardware failures are normally kept to a minimum. In this design, 

for simplicity, a square-wave voltage source (not transistor-level implementation) is used to 

generate the clock signal; the reliability impact is not considered in the whole system. The sample-

and-hold (S/H) circuit tracks and samples the differential input signals, then outputs the sampled 

values to the preamplifier circuits. Each of the seven preamplifiers magnifies the difference 

between its input differential signal and its threshold voltage (i.e., reference voltage for 

comparison) that is generated from the resistor ladders. Then, each comparator of the two-stage 

comparator array will amplify the output of its preamplifier to a rail-to-rail signal. These rail-to-rail 

signals will be processed by the 7-to-3 digital encoding circuit and converted to the desired digital 
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code. The encoding circuit is implemented by a NAND-NAND structure. The function of resistive 

averaging networks between preamplifiers and the first comparator array, and between the first and 

the second comparator arrays, is to lower the impact of offsets. 

 

 
 

Fig. 3.9.   Block diagram of 3-bit ADC. 

 

Suppose the peak-to-peak full-scale range of the input signals is 1.6 V, and the input common 

voltage is 0.5 V; in this example each of the input differential signals will vary from 0.1 V to 0.9 

V. The flash ADC will then convert these analog input signals to 3-bit digital codes.  

 

1. Sample-and-hold circuit 

 
 The S/H circuit samples the differential input signals with two 0.1-pF capacitors for a certain 

amount of time during the high clock level. The circuit for S/H is very simple and is plotted in 

Figure 3.10. When the clock goes low, the input signals are disconnected from the S/H circuit; and 

the voltages saved on the capacitors will be amplified by the p-channel metal oxide semiconductor 

(PMOS) source followers. The n-well for PMOS is connected to its source to reduce the nonlinear 

body effect. In the following stages, the differential input signal ranging from -0.8 V to 0.8 V will 
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be compared with the linear increased reference voltages generated from resistance ladders. These 

reference voltages will be applied on the gates of NMOS transistors to bias them in the saturation 

region; therefore, reference voltages cannot start from values lower than threshold voltages of these 

NMOS transistors. This means the sampled input voltages must be raised to a higher range. PMOS 

source followers realize this level-shifting function. The common mode voltage from PMOS 

source followers will be raised to 1.64 V. Based on the above information, the range of reference 

voltages for comparators is set from 1.24 V to 1.64 V. 

 
Fig. 3.10.   Sample-and-hold circuit. 

 

The dummy switches that are driven by the reverse of the clock signal and located between the 

inputs and the sampling capacitors will reduce the effect of charge injection and clock feedthrough.  
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2. Preamplifier circuit 

 
 The Preamplifier circuit is shown in Figure 3.11. The preamplifier circuit is designed with two 

cross-connected pairs of active-load amplifiers in a differential input/differential output structure. It 

magnifies the difference between input signals and voltage references and provides high gain to 

overcome the comparator offsets that follow. During the positive level of clock, the NMOS M323 

bridging between the differential outputs will reset and eliminate the residual voltages of previous 

cycles. 

 

 
 

Fig. 3.11.   Preamplifier circuit. 
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3. First-stage comparator circuit 

 
 The first-stage comparator consists of a differential pair and a latch pair that are synchronized 

by the negative level and positive level of clock, respectively, and therefore work in an alternate 

way. When the clock is high, the latch pair holds the output results of the previous cycle; when the 

clock goes low, the differential pair is activated and its differential output follows its differential 

input. At the same time, the switch between the differential outputs turns on and erases the memory 

of the previous decision. The first-stage comparator circuit is plotted in Figure 3.12. 

 
 

Fig. 3.12.   First-stage comparator circuit. 
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4. Second-stage comparator circuit 
 

 The second-stage comparator will generate rail-to-rail outputs to the digital encoding circuit 

that follows. The second-stage comparator circuit is plotted in Figure 3.13. When the clock is high, 

the output is reset through two parallel discharge paths for fast overdrive recovery and two cascade 

amplifiers with symmetrical structure will sample and amplify the input signals. When the clock 

goes low, the cross-coupled latch pair speeds up the regeneration process and quickly drives the 

output voltage to a rail-to-rail range. 

 

 
 

Fig. 3.13.  Second-stage comparator circuit. 

 



3 Failure Rate Based SPICE (FaRBS) Reliability Simulation 
 

102 

5. Digital encoder circuit 

 
 Digital encoder converts the thermometer codes from the second-stage comparators to the 

desired binary codes. The circuit for encoding the least significant bit (LSB) A1 is shown in Figure 

3.14. For simplicity, the digital correction circuit was not designed-in and the possible bubble 

errors or glitch errors caused by comparator metastability in the thermometer codes were not 

considered. The design of a digital encoder whose function is converting thermometer codes to 

standard three bits or less binary codes is straightforward. The inputs of the digital encoder are 

seven signals (as well as their reverse signals) generated from the second-stage comparator array; 

the outputs of the encoder are 3-bit binary codes. From the truth-table, the logic function for each 

output digit can be expressed by an OR function whose four product terms are combinations of the 

seven input signals or their reverse signals. Then, the encoding function can be realized with 7-

input NAND to 4-input NAND structures. The circuits for the other two digits are the same as 

Figure 9 except that the input gate signal of each transistor in the array is different according to its 

logic functions. However, this implementation structure is only good for encoding three bits or less 

because, with the linear increase of output bits, the long series-connected pull-down NMOS chains 

will introduce non-linear body effect, degrade circuit transmission speed, and exponentially 

increase the areas of the pull-up PMOS. For encoding a higher number of bits, other design style 

and circuit structures should be employed to overcome these problems. As discussed before, digital 

circuits are normally driven by rail-to-rail signals and by output rail-to-rail signals. As a result, 

device parameter degradation has a relatively (compared with analog circuits) minor effect on their 

functionality. For mixed-signal circuits, such as ADC, the reliability bottleneck is obviously set by 

analog blocks in this work; therefore, reliability simulation and analysis on digital encoder circuits 

are not performed. 
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Fig. 3.14.   Digital encoder circuit for bit A1. 
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6. Averaging network 

 
 Averaging technique is unavoidable in flash ADC design because the random offsets of the 

comparator chain in the flash ADC structure are significant. In this design, the average resistor 

network is nothing more than a series of resistors that sum the output of all amplifiers and balance 

them to an appropriate operation point. The reliability of the averaging network is relatively 

insignificant in this work and, therefore, is not discussed here.  

3.5.3 FaRBS Analysis of ADC Reliability  

 SPICE simulation can evaluate the performance of the ADC circuit. Some important 

parameters of the ADC (such as integral nonlinearity (INL), differential nonlinearity (DNL), 

signal-to-noise-plus-distortion ratio (SNDR), and spurious-free-dynamic-range (SFDR)) can be 

determined from SPICE simulation. In FaRBS, the purpose of SPICE simulation is to obtain the 

real-time operating parameters of each transistor; functional verification and performance analysis 

are second-tier issues. Therefore, we will not simulate or discuss the performance parameters of 

ADCs.  

 

The ADC is a kind of special circuit that has regular repetitive structures; therefore, simulation 

of each transistor is not necessary. Most of the transistors work under the same operating 

conditions and similar stress levels. However, as mentioned before, since a practical analog or 

mixed-signal circuit does not have repetitive subcircuits and normally contains huge numbers of 

transistors, it is not trivial work to simulate the operating parameters of each transistor and 

calculate its contributions to the overall FIT value. The best way to overcome this constraint is 

sensitivity analysis.  

 

1. Sensitivity analysis 

 
 Sensitivity analysis for wearout failures such as HCD and TDDB is still under development. 

For this work, we directly apply the results of [91] to identify the reliability critical subcircuits. 

Circuits in space systems are constantly exposed to 
-particle interference and are prone to suffer 

transient failures. An 
-particle transient model has been proposed in [91], and a simple injection 
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model was used in SPICE to analyze the system functional errors induced by 
-particle in ADCs. 

The sensitivity analysis results are shown in Figure 3.15. The horizontal axis represents the 

constituent subcircuits of the ADC; the vertical axis shows the normalized maximum relative error 

(i.e., sensitivity value) of each subcircuit. It is obvious that an S/H amplifier subcircuit (SHA) is 

the most sensitive block for 
-particle transient failures. Even though the failure behaviors of 

ADCs due to 
-particle might be different from those due to wearout failures, we still can draw the 

conclusion that the SHA subcircuit is more functionally important than others in the whole ADC. 

Averaging network mainly consists of resistors that are passive devices; parameter drifts due to 

wearout or degradation generally have more severe effects on the functionality of analog 

subcircuits than digital counterparts. Therefore, for ADC reliability simulation, we will focus on 

transistors in the SHA and neglect averaging network and digital encoder subcircuits. We still have 

to consider transistors in preamplifiers and the two-stage comparators because there are large 

numbers of them, even though they each make a relatively small contribution to the overall FIT 

value. 

 
Fig. 3.15.   Sensitivity of ADC’s subcircuits [2]. 

2. Model parameters 

 
 After we identify which transistors should be included in the reliability simulation, the SPICE 

simulation process in order to obtain their operating parameters is straightforward. The next step is 

subbing these parameters into the wearout models that were introduced before. There is a gap 

between the parameters from the SPICE simulation and the parameters in the wearout models 
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because the wearout model parameters are calibrated under DC stress conditions, while the 

simulated parameters are for real-time conditions. Hot-carrier reliability design rules for translating 

device degradation to CMOS digital circuit degradation have been proposed in [93], where the 

relation of device hot carrier lifetime between DC and AC stresses has been established. In our 

ADC circuit, there is only one clock signal to synchronize all subcircuits. If gate-to-source voltage 

is the only stress factor, if the temperature effect is negligible, and if we do not consider the self-

healing effect, then most transistors are stressed exactly half of the time. For this case, we simply 

double the MTTF result calculated from wearout models with the well-defined clock signal voltage 

level. However, in reality, these preconditions are usually not well established. For HCD, Equation 

(3.3) shows that drain-to-source voltage, not gate-to-source voltage, is the stress factor and 

temperature effect is small. However, drain-to-source voltage continuously changes with time; 

therefore, we cannot estimate lifetime by simple inspection. For this case, SPICE simulation is 

necessary. The average value of the simulated drain-to-source voltage of a transistor can be used in 

the HCD wearout model.  

 

 The fitting and empirical parameters of the wearout models have to be extrapolated first before 

the calculation of MTTF or FIT with simulated transistor operating parameters. The development 

of a systematic algorithm for model parameter extrapolation is considered future work. For the 

current stage, we use data in literature [107] and fit them by inspection. The fitting process is 

straightforward but time consuming; therefore, for simplicity, only the final results are given here. 

For HCD, its lifetime is determined by Equation (3.3), and the model parameters are AHCD = 

4x10�5s and � = 90 v.  

 

3. SPICE simulation 

 

 The circuit is simulated with SPICE in Cadence. A TSMC 0.35-μm technology with a 3.3-V 

power supply voltage is used. The full-swing scale of the input differential signal is �0.8 V to 0.8 

V. The frequency is 100 MHz. The sample frequency (clock signal) is 800 MHz. The sampled 

output of SHA circuit with respect to the differential input is shown in Figure 3.16. The outputs of 

SHA are compared with reference voltages by the preamplifiers, and the difference is amplified. 
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The differential input and output of the preamplifier (the lowest one in the preamp array) are 

plotted in Figure 3.17.  

 

 The differences (generated from preamplifiers) between the sampled voltages and related 

reference voltages are first amplified to a larger range by first-stage comparators (shown in Figure 

3.18) and then driven to rail-to-rail voltage signals by second-stage comparators (shown in Figure 

3.19). These rail-to-rail signals are applied to the digital encoder circuit to generate the required 3-

bit binary codes. 

 
 

Fig. 3.16.   Differential output and input of SHA. 

 
 

Fig. 3.17.   Differential output and input of a preamplifier. 
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Fig. 3.18.   Differential output and input of a first-stage comparator. 

 

 

 
 

Fig. 3.19.   Differential output and input of a second-stage comparator. 

 

4. Lifetime calculation 

 

 From SPICE simulation, it is easy to determine the time-related operating parameters of each 

transistor and the passive elements in a circuit. Cadence Analog Design Environment provides a 
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waveform calculator tool with embedded functions to calibrate the average value of a signal. For 

HCD analysis, therefore, we can easily calculate the average value of drain-to-source voltage of 

each transistor with which we are concerned. Based on the previous discussion, we will only select 

the most reliability-critical transistors that make a significant contribution to system functionality. 

These transistors are identified in Table 3.1. Their average drain-to-source voltages given by 

SPICE simulation are also listed in the same table.  
 

Table 3.1.  Critical transistors and their average Vds (V). 
 

Subcircuit  Critical Transistors with Average Vds (V).  

SHA  M0 (34m), M1 (35m), M4 (1.64), M6 (1.64)  

Preamp  M324 (428m), M321 (418m), M322 (127m), M319 (114m),  
M325 (137m), M320 (124m), M317 (2.75), M318 (2.76)  

1st Comparator  M246 (288m), M245 (144m), M244 (1.8), M239 (1.7),  
M237 (1.34), M238 (1.49)  

2nd Comparator  M249 (182m), M250 (668m), M253 (540m), M251 (2.02),  
M252 (1.95), M248 (622m), M247 (811m)  

 

 The preamplifier and the two-stage comparator circuits are repetitive structures. We assume a 

similar transistor in these similar subcircuits is approximately working under similar voltage stress 

levels; therefore, each transistor identified in the above table (except those in SHA) will be 

multiplied by seven to calculate its contribution to the overall FIT value. In simulation, signals are 

not perfect and might have glitches that will complicate the estimation of their average value. For 

now, we ignore this effect. From the HCD lifetime model, higher drain-to-source voltages will lead 

to a shorter lifetime. The above table shows that stresses on some transistors are much higher than 

others, so their failures will dominate the lifetime of the whole ADC circuit. Subbing Vds values in 

the above table and HCD model parameters set into Equation (3.3), we can estimate the FIT value 

of the ADC. Based on these data, the FIT (due to HCD) for the ADC is approximately 2.1, which 

corresponds to a lifetime of 15 years. A comprehensive analysis, including all wearout models, can 

be performed if the accurate model parameters are available. The above calculation indicates that 

accurate wearout model parameters and SPICE simulation results are the most important factors 

for the accuracy of the final FIT value.  
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4 MICROELECTRONIC CIRCUIT RELIABILITY ANALYSIS AND 

MACRO 

  

4.1 Introduction  

In this chapter, lifetime and failure equivalent circuit models for common silicon intrinsic 

wearout mechanisms including hot-carrier injection (HCI), time-dependent dielectric breakdown 

(TDDB), and negative bias temperature instability (NBTI) are presented.  Additionally, this 

chapter includes an illustrative case study for the purpose of demonstrating how to apply Maryland 

Circuit-Reliability Oriented (MaCRO) spacecraft, planets, instrument, C-matrix, events (SPICE) 

[16] models and algorithms to improve circuit reliability simulation and analysis.  MaCRO has an 

integrated-circuits emphasis that was developed based on the rate-of-failure concept and failure-

equivalent circuit-modeling techniques; it consists of a series of accelerated lifetime models and 

failure-equivalent circuit models for intrinsic wearout mechanisms. 

 

The most common circuit structures used in reliability simulations are the ring oscillator, 

the differential amplifier, and the SRAM. The SRAM is selected as a case study vehicle to show 

the applicability of MaCRO models and algorithms in microelectronic circuit reliability simulation 

and analysis. 

4.2 Hot Carrier Injection  

 Most HCI lifetime models are based on the “lucky electron” model, upon which the hot carrier 

stress on an n-channel metal oxide semiconductor (NMOSFET), in terms of generated interface 

traps �Nit, can be related to the electric field Em at the drain, the drain-to-source current Ids, and the 

stress time t in a simple power-law relation [107]:  

 

  (4.1) 
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where W is the channel width, �it,e is the critical energy for electrons to create an interface trap 

(�it,e =3.7 eV [45]), �e is the hot-electron mean-free path (�e = 6.7 nm [108]), and C1 is a process 

constant. The dynamics of interface trap generation is similar to the rate of thermal oxide growth. 

At the initial stage, the interface trap generation rate is reaction limited, therefore, Nit(t) � t and n = 

1. At the later stage, the generation is diffusion limited, then Nit(t) � t1/2 and n = 0.5. The overall 

process is the compromised result of these two competing processes and, as a result, the parameter 

n falls within the range between 0.5 and 1 [45]. In FaRBS, the default value of n is set to 0.65.  

 

The most important parameter in Equation (4.1) is the electric field Em, which cannot be 

determined accurately by simple calculation. A semi-quantitative analytical Em model has been 

given in [45]:  

 

  (4.2) 

 

where tox is the gate oxide thickness and xj  is the drain junction depth. �3toxxj is the characteristic 

length that models the effective thickness of the channel “pinchoff” region whose typical values 

are within �100 nm to �300 nm. The factor 3 in �3toxxj is derived from the ratio of �Si/�SiO2 [109]. 

In FaRBS, the default value of �3toxxj  is 10 nm.  

 

In Equation (4.2), Vdsat is the potential at the channel “pinchoff” point. There are many models 

for Vdsat, among which the simplest one is Vdsat = Vgs � Vt, where Vgs is gate-to-source voltage and 

Vt is the threshold voltage. For short channel devices, Vdsat is channel length (L) dependent, and the 

relation is often modeled as [45]:  

 

  (4.3) 

 

where Ecr is the critical field for velocity saturation and its value is approximately 5 × 104 V/cm.  
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In the above discussion, the only unknown parameter in Equation (4.1) is the coefficient C1, 

which is a process-determined constant. For each technology, this constant only needs to be 

characterized once. The typical values of C1 are within 1.9 � 2 according to [108].  

 

In addition to the interface trap generation model given by Equation (4.1), the other two 

important models for hot carrier effects are the substrate current (Isub) model and the gate current 

(Igate) model:  

 

  (4.4) 

and 

  (4.5) 

 

where �i is the minimum energy (in electron-volts) for a hot electron to create an impact ionization 

(�i = 1.3 eV) and �b is the barrier energy (also in electron-volte) at the Si–SiO2 interface. The 

formula for �b is given by Equation (3.9) in [108]. The constants C2 and C3 are given in [45] as C2 

= 2 and C3 = 2 × 10�3.  

 

By defining the device hot carrier lifetime tf as the time to reach a fixed amount of interface 

trap density, we can combine Equation (4.1) and Equation (4.4) into a very useful lifetime 

equation:  

  (4.6) 

 

Equation (4.6) is used in many hot carrier reliability simulation tools derived from Berkeley 

Reliability Tools (BERT) [110]. From this equation, a very simple accelerated lifetime model for 

HCI can be obtained:  

  (4.7) 
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where C5 and � are technology-related constants whose values are determined from accelerated 

lifetime tests and Vds is the drain-to-source voltage. The power of Equation (4.7) is that it relates a 

device’s HCI lifetime to only one operating parameter, which can be directly calibrated from 

SPICE simulation. The main problem with this simple relation is that it is only valid for a small 

range of gate voltages near the maximum substrate current [107].  

 

To account for more realistic hot carrier stressing profiles in the circuit environment, a more 

general lifetime model is incorporated in FaRBS that relies on the substrate current model. Isub has 

been identified as the best hot carrier reliability monitor for NMOSFETs. According to [111], the 

device parameter degradation due to HCI can be modeled as:  

 

  (4.8) 

 

where Isub/W is the normalized substrate current and 
, 
, and C6 are technology-related constants.  

 

Temperature acceleration is often treated as a minor effect in most HCI models; however, to 

consider possible large temperature excursions, FaRBS includes a temperature acceleration effect 

based on the HCI lifetime model given in [55]. The combination of temperature effect and 

Equation (4.8) produces a more comprehensive HCI lifetime model:  

 

  (4.9) 

 

where EaHCI is the apparent activation energy (EaHCI is within �0.1 eV to � 0.2 eV), W is the device 

gate width, � is Boltzmann’s constant (� = 8.62 × 10�5 eV/K), T is temperature in Kelvin, n is a 

technology-dependent constant, and AHCI is the model prefactor. In FaRBS, the default values for n 

and EaHCI are n = 1.5 and EaHCI = �0.15 eV, respectively.  
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There are two ways to determine Isub: one is from Equation (4.4), the other is from BSIM3 

model equations, as follows:  

 

  (4.10) 

 

  (4.11) 

 

The meaning of the above model parameters is given in BSIM3 Model User Manual [112]. 

This BSIM3 Isub model is quite similar to the Isub model proposed in iProbe-d [113]; therefore, the 

iProbe-d Isub model is an alternative if some SPICE simulator does not support BSIM3 Isub 

calculation.  

 

The degradation of P-channel MOSFETs (PMOSFETs) under hot carrier stress is becoming 

one of the important contributors to circuit reliability. The hot-carrier-induced PMOSFET 

degradation effect on circuit performance is different from that of NMOSFET in that it might lead 

to reverse shifts (compared to NMOSFET) in device and circuit parameters due to significant 

negative charge trapping in oxide rather than excessive interface trap generation. The circuit 

performance degradation can be characterized more accurately if PMOSFET HCI effect is also 

considered. Even though the wearout dynamics and device parameter degradation trends of 

PMOSFETs are different from those of NMOSFETs, with minor modifications, the above 

NMOSFET’s accelerated lifetime can be applied to PMOSFETs.  

 

  (4.12) 

 

where EaHCI,p is the apparent activation energy (EaHCI,p is within �0.1 eV � �0.2 eV) and W is the 

device gate width. m and AHCI,p are technology-related constants whose default values in FaRBS 

are m = 12.5 and EaHCI,p = �0.15 eV, respectively. The Igate is given by Equation (4.5).  
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In developing FaRBS HCI accelerated lifetime model, we assume a quasi-static approximation 

that averages device dynamic operation parameters (e.g., Ids, Vds, Vgs) in terms of simulation time; 

therefore, Isub and Igate in Equations (4.9) and (4.12) are average values calculated from Equation 

(4.4) and Equation (4.5), respectively. 

 

4.2.1 Failure-Equivalent Circuit Model  

 To account for the effect of device hot carrier damage on circuit functionality and reliability, 

the device-level accelerated lifetime models have to be extended to circuit-level applications. The 

bridge connecting the gap between device wearout degree and circuit performance drift is the 

failure-equivalent circuit models. The underlying concept for failure-equivalent circuit models is 

modeling degradation of device parameters with some additional lumped circuit elements 

(resistors, transistors or dependent current sources, etc.) to capture the behavior of a damaged 

MOSFET in the circuit operation environment. The values of these additional lumped elements are 

determined by device wearout parameters (such as �Nit) that are time dependent and by device 

terminal voltage and current waveforms; therefore, at any time, t values of these lumped elements 

can be predicted accurately and their magnitude will re�ect the device wearout degree. The larger 

the magnitude of these values, the more severe the damage to circuit functionality. As a result, 

circuit designers can quickly analyze circuit reliability behaviors at any given time with these 

failure equivalent circuit models. 

  

Several HCI failure equivalent circuit models have been developed in the past years; some of 

them have been built into commercial reliability simulation tools. Almost all failure equivalent 

circuit models are based on the SPICE simulation platform, which is a de facto tool in circuit 

design. In this section, we �rst brie�y review some of the failure equivalent circuit models, then 

introduce the equivalent circuit models adopted in FaRBS.  

 

BERT has thus far been the most successful circuit reliability simulation tool. BERT directly 

models NMOSFET hot carrier damage in drain current degradation. The drain current degradation, 

�Id, results from channel mobility degradation, which again results from HCI-induced interface 
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traps �Nit. �Nit is modeled in terms of the Age parameter. In BERT, �Id is implemented as an 

asymmetrical-voltage-controlled current source in parallel with the original NMOSFET. The 

PMOSFET HCI e�ect is modeled with the concept of channel shortening and drain resistance 

increase [110]. The BERT �Id model shown in Figure 4.1 captures the asymmetrical forward and 

reverse I�V characteristics and allows simulation of devices undergoing bi-directional stresses 

(such as devices in a transmission gate).  

 

The detailed �Id model equations and parameters are de�ned in [115]. The main contribution of 

the BERT �Id model is the ability to characterize bi-directional hot carrier stress e�ects; however, 

this model requires the extraction of six process parameters from device testing experiments, which 

are not easy to implement.  

 

 
 

Fig. 4.1.  BERT NMOSFET HCI failure equivalent circuit model. (a) Bi-derectional interface trap 

generation near both drain and source. Lf and Lr represent forward and reverse hot carrier 

damaged regions. (b) HCI drain current �Id  failure equivalent circuit model [114]. 
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Experiments have proven that HCI-induced interface traps in NMOSFET are localized above 

the channel near the drain junction. More speci�cally, these interface traps are localized in the 

vicinity of 100 nm from the drain [45]. Based on this observation, Leblebici et al. at University of 

Illinois at Urbana-Champaign (UIUC) [108][116] developed a two-transistor HCI failure 

equivalent circuit model that consists of an HCI damaged parasitic transistor with �xed channel 

length L2 (L2 � 0.1 μm) in series connection with the original transistor whose channel length is 

shrunk to L�L2. The primary assumption for this model is that all generated interface traps are 

occupied with electrons, which amounts to considering only a negative �xed charge. The model is 

illustrated in Figure 4.2.  

 

 

Fig. 4.2.   UIUC NMOSFET HCI two-transistor series model. (a) Triangular oxide charge 

distribution pro�le used in model derivation. (b) Cross section view of NMOSFET with hot carrier 

damage (L1 is undamaged channel region and L2 is damaged channel region). (c) Two-transistor 

series failure equivalent circuit model. The parasitic transistor has di�erent channel mobility and 

threshold voltage with the channel length L2 set to 0.1 μm [108][113][117].  
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From Figure 4.2 (a), the interface trapped charge Qit due to HCI can be readily derived as:  

  (4.13) 

when (0 <  x <  L1) 

  (4.14) 

when (L1 <  x < L) 

 

where QM denotes the largest interface charge and L1 = L � L2, and L2 represents the length of the 

damaged channel region. This two-transistor model characterizes the amount of hot carrier damage 

with only two parameters QM and L2; therefore, the model parameter extraction work is greatly 

reduced. The drawbacks of this model are related to two aspects: the triangular charge density 

distribution is oversimpli�ed, and it is not easy to extrapolate the QM value.  

 

Until now, the simplest HCI failure equivalent circuit model has been the Hot Carrier Induced 

Series Resistance Enhancement Model (HISREM), also named the �Rd model, which was 

proposed by Hwang et al. at Oregon State University [118]. Based on the fact that the increase of 

HCI-induced series drain resistance is due to the injection of hot carriers close to the drain edge, a 

series resistance �Rd added to the drain of the NMOSFET can re�ect the process of hot-carrier-

induced interface-trap generation and, therefore, account for the channel mobility reduction and 

threshold-voltage drifts. HISREM consists of a voltage-dependent drain resistor �Rd connected in 

series with the original NMOSFET. �Rd is a function of the applied voltages and the hot-carrier-

induced interface trapped charge �Nit. The behavior of the damaged NMOSFET is emulated by the 

original undamaged device operated with a reduced drain-to-source voltage that is controlled by 

this additional drain resistor �Rd. Because �Nit is a time-dependent parameter, the �Rd model is 

able to predict drain current degradation at any given time. HISREM is capable of modeling self-

limiting e�ects of hot carrier damage because the increase in series drain resistance of an 

NMOSFET suppresses hot carrier stress. The most advantageous feature of the HISREM model is 

that only one parameter, �Nit, needs to be extrapolated from experiments. Consequently, the 

HISREM model can be easily used by circuit designers to perform a rapidly derived reliability 

analysis.  
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The HCI failure-equivalent circuit model in FaRBS is based on the above �Rd model with 

some improvements. The major improvement is that the �Rd value is considered to be determined 

by both interface-trapped charge �Nit and oxide-trapped charge �Nox. Although the contribution of 

�Nox to device wearout is often neglected, recent experimental work recognizes that it can account 

for some of the observed degradation e�ects in NMOSFETs that could not be explained solely by 

�Nit generation. 

  

The FaRBS HCI failure equivalent circuit model is illustrated in Figure 4.3. The derivation of 

�Rd is carried out under the assumptions that (1) all interface traps are acceptor-like and occupied 

by electrons and (2) channel mobility degradation, μ, is caused by both �Nit and �Nox. The 

assumption (1) means that the net charge in interface traps is a �xed negative charge for 

NMOSFET in a strong inversion operation. The assumption (2) leads to the following equation:  

 

  (4.15) 

 

where �N = �Nit +�Nox (in unit cm�2), μ0 is the original channel mobility, 
 is a process-dependent 

constant, and 
 � 2.4 × 10�12cm2 [118]. 

 

The charge in the conducting channel, Qch(y), is modeled as:  

 

  (4.16) 

 

where Cox is the gate oxide capacitance per unit area, Vch(y) is the potential along the channel, and y 

is the horizontal axis pointing to the drain and along the channel. All other parameters in Equation 

(4.16) assume their normal meaning.  
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Fig. 4.3. HCI failure equivalent circuit model in FaRBS. In the model Vgdx = Vgs –Vt – Vds and VRd 

= Ids�Rd. Vt is the threshold voltage and Ids is the current from node D to S. 

 

Applying gradual channel approximation (GCA) and combining Equation (4.15), the drain 

current, Ids, with inclusion of the hot carrier effect, is obtained as: 

 

  (4.17) 

 

Consider the failure equivalent circuit in Figure 4.3, where n-channel metal oxide 

semiconductor (NMOS) is the undamaged device with mobility μ0 and threshold voltage Vt and is 

in series connection with �Rd, the current from node D to S can be obtained as:  

 

  (4.18) 

 

where VRd is voltage drop across �Rd. Combining Equation (4.17) and Equation (4.18) and then 

solving for VRd yields:  
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  (4.19) 

 

where Vgdx = Vgs � Vt � Vds for linear region and Vgdx = 0 for saturation region.  

 

According to Equation (4.17), when �N = 0 at t = 0, the undamaged drain current �ows 

through NMOS, which is de�ned as Ids0:  

 

  (4.20) 

 

If �N is small, from Equation (4.17) and Equation (4.20), a simple relation between fresh and 

degraded drain-to-source current occurs:  

 

  (4.21) 

 

Based on the above deduction, we �nally obtain a function of �Rd that is determined by �N and 

terminal voltages and currents:  

 

  (4.22) 

 

where Ids0 is given by Equation (4.20) and VRd is given by Equation (4.19). In a quasi-static 

operation, �N is a time-dependent parameter; therefore, �Rd is also time dependent. At any time, t, 

if �N is known, �Rd will be solely determined. The models for �Nit and �Nox have been well 

documented in literature [45][108]. �Nit can be obtained from Equation (4.1) if technology-related 

constant C1 is extrapolated from device testing. The models and model parameters for �Nox are 

given in [108]. For convenience, they are recapitulated as follows.  
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The modeling of �Nox starts from a simple injection current model, Iei, which describes a one-

dimensional process of electron injection into oxide based on quasi-elastic scattering assumption.  

 

  (4.23) 

 

where L is channel length, W is channel width, Em is given by Equation (4.2), �r is re-direction 

mean-free path (� = 61.6 nm), and tox is oxide thickness. R = �Em/�b, where � is the scattering 

mean-free path of the hot electron (� = 9.2 nm), and �b denotes the silicon and oxide energy barrier 

(�b � 3.2 eV for NMOSFET).  

 

The most important term in Equation (4.23) is Pi(Eox), which denotes the probability that a hot 

electron can enter the gate oxide by surmounting the surface potential barrier. An empirical 

expression for Pi(Eox) is given as:  

 

  (4.24) 

 

where Eox = (Vgs � Vds)/tox. Other model �tting parameters are given in [108]. Equation (4.24) is for 

the case Eox � 0; if Eox < 0, it is simpli�ed to Pi(Eox) = �.  

 

Based on Equations (4.23) and (4.24), and for simulation purposes, a two-term kinetic equation 

is given in Equation (4.25) to model the relationship between oxide trapped charge density Nox and 

electron injection current:  

 

  (4.25) 

 

A set of typical model �tting parameters for Equation (4.25) has been given in [108].  
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The above new �Rd model inherits all the merits of the HISREM model and is physically more 

comprehensive in characterizing hot carrier damages. The drawback of this improved �Rd model is 

the inclusion of one more parameter, �Nox, which complicates parameter extraction work.  

 

Currently, FaRBS does not provide PMOSFET HCI failure-equivalent circuit model because 

HCI physical e�ects on PMOSFETs are weaker than those of NMOSFETs. With further scaling of 

CMOS devices, PMOSFET might suffer from more pronounced HCI damage than ever before. In 

future work, FaRBS will include the PMOSFET HCI failure-equivalent circuit model based on the 

channel shortening theory and SPICE FaRBS models proposed in [119].  

4.3 Time-Dependent Dielectric Breakdown  

 The TDDB defect-generation mechanism and device-wearout dynamics have been extensively 

investigated in the past. Many distinct, even controversial and contradicting, models have been 

proposed in literature. After many years of development, three successful models—the 

thermochemical model, the anode hole injection (AHI) model, and the voltage driven model—are 

singled out and have gained broad application.  

 

The thermochemical model, also known as E model, assumes a direct correlation in existence 

between the electric �eld and the oxide degradation. The weak chemical bonds (Si�Si bonds) in 

SiO2 associated with oxygen vacancies experience heavy strains due to the high electric �eld 

applied across the oxide. Some bonds might obtain enough thermal energy to break o� and create 

defects or traps which, when accumulated to a large amount, will lead to oxide breakdown. 

According to the thermochemical model, if the logarithm of time-to-failure, tf, is plotted against 

applied electric �eld E, a straight line will be observed; therefore, lifetime can be modeled as:  

 

  (4.26) 

 

where Eox is an externally applied electric �eld across the dielectric in unit MV/cm, � is �eld 

acceleration factor (with typical value of 1.1 decade per MV/cm [63], [120]), Ea is the thermal 
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activation energy (Ea = 0.6 � 0.9 eV [55]), and B1 is a technology constant. The E model has been 

proved to provide a good �t to data from long-term, low-�eld TDDB stresses.  

 

The AHI model assumes that gate oxide breakdown is triggered by the trapping of holes at 

localized regions in oxide, which either enhances the cathode �eld or leads to oxide electron trap 

generation, and increases the local current density, further facilitating local hole trapping and trap 

generation in a positive loop, and eventually leading to sudden breakdown of oxide [121]. The 

lifetime tf function in an earlier version of the AHI model, derived a reciprocal electric �eld 

dependence (1/E) from the functional form of Fowler-Nordheim (FN) electron tunneling current, 

which is the driving force for oxide defect generation and impact ionization coeffcient in SiO2. In 

this case, tf can be approximated as:  

 

  (4.27) 

 

where 
 is the electric �eld acceleration factor (with a typical value of 350 MV/cm) and B2 is a 

process-dependent prefactor (the default value is 1 ×10�11s) [55]. The 1/E model has been proven 

to provide a good �t to data from long-term, high-�eld TDDB stresses. It is important to note that 

the AHI model does not predict a strict 1/E dependence [121] and that there exists a model that 

predicts a much stronger 1/E e�ect (tf � exp(
/Eox)(1/E2
ox) [122]). 

 

Each of the two models (E and 1/E) can only �t data in a limited range of the electric �eld, 

which might lead to signi�cant errors in lifetime extrapolation if we exclusively use only one of 

them in reliability analysis. Researchers have proposed parallel competing models, i.e., combined 

models in terms of E and 1/E models trying to account for TDDB data in a larger electric �eld 

range [121] [123].  

 

The applicability of E and 1/E models is mainly valid for oxides thicker than 5 nm where non-

ballistic electron injection due to FN tunneling is dominant. When gate oxide thickness is smaller 

than 5 nm, e.g., ultrathin oxide, gate oxide lifetime dramatically shortens with the increase in direct 

tunneling current. In this situation, the validity of electric-�eld-driven models becomes problematic 
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because the injected electrons will travel ballistically through oxide without entering the oxide-

conduction band, and the electron energy at the anode is controlled by the applied gate voltage 

[107]. This new phenomenon of electron injection in ultrathin oxides prompts the generation of 

voltage-driven breakdown models. The dependence of lifetime tf on gate voltage Vgs is given by 

[124] [125]:  

  (4.28) 

 

where � is the voltage acceleration factor and B3 is technology constant. The typical values of � 

and activation energy Ea are given in [124][126].  

 

All the TDDB lifetime models presented so far are based on exponential law for �eld or 

voltage acceleration, and Arrhenius law for temperature acceleration. Recent work shows that these 

two acceleration laws might not be accurate as gate oxide thickness scales below 5 nm; the 

extrapolation of ultrathin oxide lifetime with these exponential relations might produce erroneous 

or even absurd results. According to experimental data, the exponential law for time-to-breakdown 

voltage dependence cannot hold over a wide range of gate voltage; otherwise, the extrapolation of 

lifetime down to normal use conditions will predict that (1) the lifetime of smaller-area structures 

would be shorter than that of larger-area structures and that (2) the lifetime of thinner oxide devices 

would ultimately exceed that of thicker oxide devices, both of which are a contradiction to oxide 

degradation physics [127]. Therefore, new TDDB acceleration laws for voltage and temperature 

must be explored, commensurate with CMOS technology development.  

 

Voltage and temperature dependencies and their interrelationship in oxide breakdown are 

critical factors for understanding ultrathin oxide reliability. More recent experimental data show 

that oxide time-to-breakdown evolution with temperature does not precisely follow an Arrhenius 

law: the activation energy increases with temperature. This behavior might be explained either by 

the non-thermochemical origin for the breakdown mechanism, or by a competing model involving 

two distinct mechanisms with di�erent activation energies [125]. Wu et al. at IBM [128][69] 

proved with convincing data that the voltage dependence of time-to-breakdown follows a power 

law behavior rather than an exponential law, as had been commonly assumed. The ultrathin oxide 



4 Microelectronic Circuit Reliability Analysis and MaCRO 

127 
 

power law dependence of lifetime on gate voltage is consistent with the experimental facts that 

voltage exponential law acceleration factor � (shown in Equation (4.28) and de�ned as � = �� lntf 

/�Vgs) is (1) temperature dependent at a �xed gate voltage, and (2) voltage dependent at a �xed 

temperature. Due to these new oxide time-to-breakdown voltage and temperature dependencies 

and the complicated interaction between voltage and temperature, TDDB lifetime modeling 

becomes more di�cult than ever before. In another respect, however, the power law voltage 

dependence and non-Arrhenius temperature acceleration provide possible relief in circuit reliability 

margin. This margin continues to diminish with thinner oxide thicknesses [129].  

 

The ultrathin oxide accelerated lifetime model in FaRBS is similar to the model proposed by 

Wu et al. at IBM [127][69] with some improvements, including the addition of oxide Poisson area 

scaling statistics and the cumulative failure percentile law. The original Wu model (power law 

voltage acceleration and non-Arrhenius temperature acceleration) has been implemented in the 

Reliability Aware Micro-Processor (RAMP) model jointly developed by UIUC and IBM for long-

term processor-reliability prediction [13][130].  

 

On the basis of extensive experimental investigation, ultrathin oxide lifetime dependence on 

voltage (power law acceleration) can be accurately captured by two simple empirical formulae 

[127][69]:  

 

  (4.29) 

and  

  (4.30) 

 

where n(T) denotes the temperature-dependent voltage acceleration factor, T is the absolute 

temperature in Kelvin, and tf (%) is the mean lifetime for a �xed cumulative percentile of failure 

(for example 63%).  
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Equation (4.29) re�ects the power law dependence of time-to-breakdown on voltage: if tf  = 

t0Vn(T), then �tf /�V = n(T)t0Vn(T)�1 = n(T)tf /V, so (V/tf)(�tf /�V)= n(T). Equation (4.29) also re�ects 

the experimental fact that � (� = �� ln tf /�V) is a voltage-dependent voltage acceleration factor: � 

= �n(T)/V. Equation (4.29) shows that voltage power law acceleration factor n(T) is temperature 

dependent; for simplicity, we assume a linear relation n(T)= a + bT (note: n(T) should be always 

less than 0). This leads to the �rst part of the TDDB accelerated lifetime equation in FaRBS:  

 

  (4.31) 

 

Equation (4.30) re�ects the experimental fact that at a �xed accumulative failure percentile 

lifetime, the voltage exponential law acceleration factor � is temperature independent. In reliability 

tests, we normally stress a large number of samples to a high cumulative percentile of failure (e.g., 

F = 63%) and calculate lifetime at this percentile (e.g., tf (63%)); we then extrapolate lifetime to a 

low cumulative percentile of failure (e.g., F = 0.01%) at normal use conditions. To take into 

account the e�ect of di�erent cumulative failure percentiles being selected in use conditions for 

di�erent devices from the same technology and tested at the same high cumulative-failure 

percentile, we need to incorporate Weibull statistics of oxide breakdown in accelerated lifetime 

model development. 

  

According to the Weibull distribution, the cumulative failure probability F(t) is: 

 

  (4.32) 

 

where 
 is the characteristic life (i.e., lifetime at 63%) and 
 is the slope parameter that represents 

trends of failure rate. Weibull distribution is an extreme-value distribution in ln(t) and can model 

weakest-link types of failure mechanisms. TDDB is a weakest-link mechanism because the �rst 

breakdown of any small portion in the gate oxide of a device will lead to the failure of the device 

and of the whole circuit [61].  
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Equation (4.32) can be rearranged and modi�ed to:  

 

  (4.33) 

 

At normal use conditions, lifetime is often de�ned as the time to a very small cumulative 

percentile of failure (e.g., F = 0.01%); therefore, applying the logarithmic approximation law in 

Equation (4.33), we obtain the second part of the TDDB accelerated lifetime equation in FaRBS:  

  (4.34) 

 

Another e�ect we have to consider in the TDDB accelerated lifetime model is that the gate 

oxide areas of sampled devices in accelerated tests are normally signi�cantly di�erent from those 

of devices in circuits. Experimental observations prove that the lifetime of TDDB is a function of 

the total gate oxide surface area due to the weakest-link character of oxide breakdown [127]. This 

gate oxide area e�ect has been modeled in [127][129][61], which is the third part of TDDB 

accelerated lifetime equation in FaRBS:  

 

  (4.35) 

 

where W is the channel width and L is the channel length.  

Finally, for the temperature acceleration e�ect, a non-Arrhenius model has been proposed in 

[127][69], which is the fourth part of TDDB accelerated lifetime equation in FaRBS:  

  (4.36) 

 

where c and d are voltage-dependent constants. In Equation (4.36), the second term d/T2 

empirically inserts non-Arrhenius temperature effects in the lifetime model. 
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Combining Equations (4.31), (4.34), (4.35), and (4.36), we can obtain a complete TDDB 

accelerated lifetime model for ultrathin oxide:  

 

  (4.37) 

 

where A = W × L is the device gate oxide area, 
 is Weibull slope parameter, F is cumulative 

failure percentile at use conditions (assuming the same cumulative failure percentile at test 

conditions), Vgs is gate-to-source voltage, T is temperature, a, b, c, d, and ATDDB are model �tting 

parameters determined from experimental work. A set of typical values of these parameters is: 
 = 

1.64, F = 0.01%, a = �78, b = 0.081, c = 8.81×103, and d = �7.75×105 [13][130].  

 

It is important to note that Equation (4.37) is best applicable to cases when the gate oxide 

thickness is thinner than 5 nm (corresponds to 0.25-μm technology and beyond). If the gate oxide 

thickness is larger than 5 nm, to simplify parameter extrapolation work, Equation (4.28) should be 

used instead, with the default value of � as 32. If the gate oxide thickness is much larger than 10 

nm, the E or 1/E model (Equation (4.26) and (4.27), respectively) should be used depending on the 

magnitude of power supply voltage.  

4.3.1 Failure Equivalent Circuit Model  

 It is challenging work to develop an e�ective equivalent circuit model for gate oxide 

breakdown because device post-breakdown behaviors are extremely complicated, often even 

perplexing. Device I�V characteristics after gate oxide breakdown rely on many parameters, 

including breakdown location, transistor type, voltage polarity, device operation mode 

(accumulation or inversion), oxide area, and even poly-gate doping type. Nevertheless, a literature 

review reveals an interesting phenomenon: TDDB failure equivalent circuit modeling is a very 

active area and more than a dozen circuit models have been developed by various research 

institutes and industrial labs. All of this work attempts to develop quantitative methodologies for 

predicting the response of circuits to device gate oxide breakdown events [131]. In this section, we 
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�rst review some of the most successful TDDB failure models, we then present the TDDB failure 

model adopted in FaRBS.  

 

 Starting with the observation that CMOS inverters’ transfer curves under gate oxide stresses 

can be �tted by a combination of a threshold voltage shift (caused by charge trapping prior to 

breakdown) and a gate-drain leakage current model, which follows the form of a power-law 

relation as I = KVp
gd, Rodriguez et al. at IBM [132, 133, 134] developed a simple TDDB damaged 

equivalent circuit model. The model consists of two voltage-dependent current sources bridging 

gate-to-drain and gate-to-source, respectively, which allow the oxide breakdown leakage current in 

a transistor to be simulated in a circuit. This power-law leakage current model is illustrated in 

Figure 4.4. The effects of gate oxide breakdown on the stability of SRAM cells and ring oscillators 

have been analyzed with this power-law leakage current model. Results show that for SRAM cells, 

oxide breakdown at di�erent locations (drain, p-source, and n-source) leads to di�erent trends in 

noise margin degradation, while for ring oscillators, oxide breakdown changes the loading of 

neighboring inverter stages and degrades the voltage-transfer characteristics [132].  

 

 
 

Fig. 4.4. Power-law leakage current model. The exponent p varies from 5 to 2 as the degredation 

level increases. K reflects the “size” of the breakdown spot. 
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Rodriguez et al. [134] noted that a linear ohmic oxide breakdown resistance is not su�cient to 

model the experimental data. The ohmic model provides good results only for hard breakdown; 

however, the power-law leakage current model predicts progressive oxide breakdown behaviors 

more effectively prior to the �nal hard breakdown.  

 

In a MOSFET, the oxide breakdown changes isolations of the device’s internal structures by 

forming an abnormal conduction path. This e�ect can be modeled with parasitic ohmic or 

rectifying device elements, depending on the relative doping of the internal structures being 

shorted. Based on the facts that oxide post-breakdown behavior depends on breakdown location 

(gate-to-substrate, gate-to-drain, and gate-to-source), transistor type (NMOSFET and PMOSFET) 

and poly-gate doping type (n+ poly-gate and p+ poly-gate), Segura et al. [135][136] developed a 

complete set of gate oxide short (GOS) electrical models (altogether 12 di�erent GOS models) to 

account for all combinations of these location and doping e�ects. Among these models, the most 

important one is the model for gate-to-substrate breakdown of NMOSFET with n+ poly-gate. For 

this kind of device, the gate-to-substrate breakdown path between n+ poly-gate and n type 

inversion channel can be modeled as a gate-to-substrate resistance RGOS. The formation of this 

resistance-like breakdown path splits the whole channel into two parts, which is physically 

equivalent to two transistors connected in series. This model is illustrated in Figure 4.5. For other 

combinations of location and doping e�ects, the models can be readily deduced with a similar 

principle. For example, when the breakdown path appeared between the gate and the drain (or the 

source) terminals of the NMOSFET, a n++ � n+ barrier (n+ poly-gate to n+ drain/source di�usion) 

forms. In this case, the breakdown is modeled with a resistance between gate-to-drain/source.  

 

With these GOS electrical models, Segura et al. [135] explored testing considerations at the 

circuit level to sensitize GOS under various logic fault situations (stuck-at, stuck-open, and stuck-

on faults) and concluded that GOS does not behave as a bridge in normal cases and stuck-at based 

Automatic Test Pattern Generation might not detect GOS depending on the gate topology.  
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Fig. 4.5. TDDB GOS model for gate-to-substrate breakdown of NMOSFET with n+-poly gate. The 

channel lengths of NMOS1 and NMOS2 follow the relation: L1 + L2 = L where L is the undamaged 

NMOSFET channel length. The parameter RGOS is related to the size and location of the 

breakdown path. A value of RGOS as low as 3K� was used in the simulation in [136]. 

 

Gate oxide breakdown equivalent circuit models for analog circuits and RF circuits are also 

developed in an attempt to expand model applicability and explore the oxide breakdown e�ect 

beyond digital circuits. For typical analog circuits, oxide breakdown changes parameters of 

transistors in di�erential pairs in an asynchronous way and, therefore, leads to mismatches that 

prompt the o�set generation and compromise circuit functionality [137]. As for RF circuits, they 

are very sensitive to device parameter drift; therefore, oxide breakdown is expected to have a more 

severe impact on their functionality and performance [138].  

 

Yang et al. [138] [139] developed an equivalent RF circuit model for gate oxide breakdown 

and investigated the e�ect of TDDB on a Low Noise Ampli�er (LNA) circuit. This RF equivalent 

model is shown in Figure 4.6, which consists of the original NMOSFET, the terminal series 

resistances (RG, RD, RS), the substrate parasitic resistances (RDB, RSB, RDSB), gate overlap parasitic 

capacitances (CGDO, CGSO), the junction capacitances (CjDB, CjSB), and the two inter-terminal 

resistances (RGD, RGS). RG and the “H” type substrate RC network are included for more accurate 
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RF modeling. The two resistances RGD and RGS vary in opposite directions, representing di�erent 

breakdown locations along the channel from source to drain. If one of them is signi�cantly smaller 

than the other, breakdown is gate-to-source or gate-to-drain depending on which resistance is 

dominant.  

 
 

Fig. 4.6.   TDDB RF equivalent ciruit model. Model parameters for simulation in [138] are set as: 

RG = 85.4�, RD = RS = 12.14�, RGD = 6.88K�, RGS = 23K�, CGDO = CGSO = 15.3fF, CjDB = CjSB 

= 7fF, RDSB = 80K�, RDB = RSB = 49.37�.. 

 

Based on this TDDB RF circuit model, the performance degradation of 0.16-μm NMOSFET 

devices and a 1.8-GHz LNA circuit is analyzed [138]. For the device S-parameters, the inclusion of 

RGD and RGS changes device input impedance S11; provides an additional connection between gate 

and drain, and, therefore, degrades reverse transmission coe�cient S12; changes the output 

impedance S22 at the drain; and decreases transconductance gm, which is equivalent to forward 

transmission coe�cient S21. For the LNA circuit, oxide breakdown has a signi�cant impact on its 

performance: most S-parameters drift dramatically and fail to meet usual performance 

requirements; input impedance matching is disturbed due to increased gate leakage current, and 
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noise �gure obviously deteriorates with the breakdown path formation across the gate oxide, which 

adds another noise source to the transistor. 

  

Until now, the most frequently discussed TDDB failure equivalent circuit model is the one 

proposed by Kaczer et al. at IMEC [140, 141, 142, 143, 144, 145]. In this model, the breakdown 

path is assumed to be formed by n-type silicon, and a microscopic structure of the device is 

explored to investigate the exact con�guration and connection of device internal parts after gate 

oxide breakdown. For an NMOSFET (n+ poly-gate/p substrate/n+ drain and source di�usion) with 

an oxide breakdown path formed between gate and substrate, if the gate voltage is negative (VG < 

0), the device is in accumulation state and no inversion layer is developed below the Si � Si2 

interface. The contact region of the breakdown path (n-type) and the substrate (p-type) is a forward 

biased pn junction. Electrons emit from n+ poly-gate, �ow through n-type breakdown path, di�use 

along the substrate, and are collected by the source and the drain junctions. This mechanism is 

exactly that of a bipolar transistor with an emitter at the breakdown path, a base at the substrate, 

and a collector at the source and the drain. Therefore, NMOSFET with oxide breakdown and 

operated at negative gate voltage can be modeled with a gate resistor, two bipolar transistors, and 

the original NMOSFET [140][142]. Because NMOSFETs rarely operate in a negative gate voltage 

bias situation, this complicated two-bipolar-transistor model for (VG < 0) is not of primary interest.  

 

When gate voltage is positive enough such that NMOSFET is in a strong inversion state, an n-

type conduction channel will form under the gate oxide connecting the source and the drain. Note 

that, under these conditions, the contact region of the breakdown path (n-type) and the channel (n-

type) is an ohmic connection. The positive gate voltage forces an electric �eld to penetrate through 

the breakdown path and deplete the contact region of the breakdown path and substrate. This 

contact region serves as an electron sink and, therefore, can be treated as an additional drain in the 

middle of the channel. Based on this microscopic example, an equivalent electrical circuit for 

NMOSFET with a hard gate oxide breakdown and operated in positive gate voltage can be 

constructed. This is illustrated in Figure 4.7. Apart from the original NMOSFET (NMOS), the 

model contains a constant resistance (RG) corresponding to the breakdown path, two adjacent 

parasitic NMOSFETs (MS and MD, characterized by level-1 SPICE models), and two resistors (RS 
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and RD), characterizing the resistance in the source and the drain extensions, respectively. The 

e�ects of the breakdown location are represented by varying the gate lengths of MS and MD. Gate-

to-substrate breakdowns in the vicinity of the drain or the source are represented by logarithically 

varying extension resistances RS or RD [140]. For gate-to-source (or gate-to-drain) breakdowns, the 

model can be simpli�ed to a circuit containing only RG, RS (or RD), and the original NMOS 

transistor.  

 
Fig. 4.7. TDDB equivalent circuit model for NMOSFET with hard gate oxide breakdown and 

operated in positive gate voltage. (a) Cross section view of breakdown structure. (b) Equivalent 

circuit model. Model parameters for simulation in [140] are set as RG = 1K�, LMS + LMS = 0.09 

μm, WMS = WMS = 0.25 μm, RD and RS vary from 2.5K� (at source and drain) to 12.5K� (at the 

middle of the channel). 

 

This model has been used in a CMOS ring oscillator oxide breakdown analysis [141]. The 

simulation shows that gate-to-substrate breakdowns have a minor e�ect on circuit operation; 

however, breakdowns at the very edges of the gate signi�cantly damage the circuit performance. 

This observation reveals that progressive breakdown (i.e., soft breakdown) occurs mainly in the 

transistor channel, while the hardest, circuit-killing breakdowns occur above the source and the 

drain extension regions [143]. This conclusion can be explained with the help of the Kaczer model: 
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in the extension regions where contact resistances are low, the power dissipation during the 

breakdown is very high and leads to accelerated wearout of the breakdown path. This corresponds 

to hard breakdown behaviors: that is, if a breakdown happens in the transistor channel region, 

where resistance (i.e., channel resistance) of the discharge path is higher, a soft breakdown will be 

triggered.  

 

Even though a lot of work has been done to maturate this model, careful evaluations in [138] 

and our critical examinations have identi�ed several limitations of this Kaczer model: (1) the level-

1 MS and MD models are obsolete; (2) the model only applies to linear operation situation (that is, if 

a breakdown path forms above the saturation region where the channel has “pinched-o�,” the 

inclusion of the two parasitic transistors (MS and MD) is not valid); (3) MS and MD bring two more 

di�usion regions, which do not physically exist; (4) a simulator cannot handle the breakdown 

position from zero to the whole channel length; (5) it is problematic to preserve the original 

NMOSFET in the model if MS and MD are already included because they have represented all 

device internal structures after oxide breakdown; and (6) the prime assumption that the breakdown 

path is n-type silicon is arbitrary and not physically justi�ed. The last two points are most 

important, and they prompted us to develop a physically justi�able circuit model for gate oxide 

breakdown.  

 

Besides those that have been brie�y reviewed above, there are many other successful models 

worth mentioning [146, 147, 148, 149, 150, 151]. A PMOSFET gate-to-channel short model is 

proposed in [146] and is used to investigate its e�ect on logic gate failures. A pair of breakdown 

models for NMOSFET and PMOSFET (only gate-to-di�usion breakdown) is proposed and used to 

transform the e�ect of oxide breakdown into a delay fault or a logic fault [147]. Yeoh et al. 

[148][149] conducted a thorough investigation of oxide breakdown modes and developed a set of 

complex models by combining resistors, diodes, and transistors in di�erent ways to model device 

internal connections after the oxide breakdown path formed at di�erent locations. Based on the 

work of a linear non-split MOS model and a non-linear two-dimensional channel split MOS model 

[150], a non-linear non-split MOS oxide breakdown model is developed in [151] in an attempt to 
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enable circuit simulation of the gate-to-channel e�ect on minimum length transistors. Even though 

none of these models is superb, the development of fundamental concepts, physical principles, and 

modeling techniques in these models is the foundation for constructing any advanced oxide 

breakdown circuit models. A vivid example is the improved TDDB failure equivalent circuit 

model adopted in FaRBS, which is presented as follows.  

 

From a semiconductor materials point-of-view, we should not assume the breakdown path as n-

type silicon di�usion because this is not physically substantiated and the oxide breakdown path is 

actually defect-assisted electron conduction rather than a reliable physical connection. Therefore, 

we could not use only resistance to model gate-to-substrate and gate-to-di�usion breakdowns. The 

correct modeling method should be based on the channel potential re-distribution concept. The 

oxide breakdown path disturbs device channel surface potential in the vicinity below the 

breakdown path, where GCA is broken; therefore, a new three-dimensional channel potential 

model must be developed for this purpose. According to [136], if we de�ne a three-dimensional 

coordinate system in terms of the gate oxide surface with x along the channel length L direction 

from source to drain, y perpendicular to the gate oxide, and z along the channel width W direction, 

the contact point of the breakdown path to channel surface can be de�ned as: x = L1, y = 0 and z = 

W1 (refer to Figure 10 in [136]). The drain current ID of a defect-free MOSFET can be obtained 

from:  

 

  (4.38) 

 

where �(x) is the channel surface potential at x and f is a function of channel mobility, oxide 

capacitance, threshold voltage, and device terminal voltages.  

 

If the breakdown defect located at (x = L1, y = 0, and z = W1) is considered, the two-

dimensional channel can be divided in two regions and, similar to Equation (4.38), the drain and 

source currents of the damaged MOSFET can be written as [136]:  
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  (4.39) 

and 

  (4.40) 

 

where �(x = L1) is the surface potential under the breakdown path. Equations (4.39) and (4.40) 

show that an NMOSFET with gate oxide breakdown is equivalent to the series connection of two 

devices with gate geometries of (W, L1) and (W, L � L1).  

 

No matter what the breakdown path is made of, its electrical e�ect is that it provides a 

conduction path to inject electrons from the gate into the channel; therefore, we can use a voltage-

dependent current source IOX connecting between the gate and the channel to model this e�ect. 

Based on the above discussion, a new TDDB failure equivalent circuit model is obtained and 

illustrated in Figure 4.8. It seems this model requires two model parameters (L1 and Vi, which is 

voltage at the connection point of M1 and M2); however, with some practical simpli�cations, Vi can 

be reduced to a function dependent on L1. Therefore, there is only one independent model 

parameter left and requiring characterization, which facilitates the application of this model.  

 

Suppose the original drain-to-source current of a fresh NMOSFET is IDS0, and neglecting the 

e�ect of RD, RS, and short-channel e�ect (to simplify equation derivation), we can write IDS0 as:  

 

  (4.41) 
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Fig. 4.8. FaRBS TDDB equivalent circuit model NMOSFET with hard gate oxide breakdown. IOX 

= IS – ID is a voltage-dependent current source representing breakdown path current injection 

effect. RD and RS characterize the resistance in the source and the drain extensions, respectively. 

L1 represents breakdown location in terms of the source edge. 

 

Applying Kirchho�’s Current Law (KCL) to Figure 4.8 (for simplicity, neglect RD and RS), we 

derive the following equations:  

  

  (4.42) 

 

  (4.43) 

 

  (4.44) 

 

where L2 = L � L1 is the channel length of M2, VG = VG � Vt2 and Vt2 is the threshold voltage Vt plus 

body e�ect induced enhancement with source-to-substrate bias of Vsb = Vi. Vi represents the 

channel potential at the breakdown location.  
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The main e�ects of gate oxide breakdown on device characteristics are abrupt gate current and 

substrate current generation; as a result, gate voltage cannot control and sustain channel current as 

strong as before, which leads to degradation of drain current. Therefore, a good assumption in 

Figure 4.8 is that the source current IS maintains its value as before, whereas injection of IOX 

degrades ID current at the drain. This means IS = IDS0. So from Equation (4.41) and Equation (4.44), 

we can solve for Vi: 

 

  (4.45) 

 

where VGon = VG � Vt and Vov = VGon � Vs is the gate overdrive voltage. If VS is tied to ground, 

Equation (4.45) is reduced to:  

 

  (4.46) 

 

Equation (4.46), or Equation (4.45) if VS � 0, shows that Vi is solely determined by L1. 

Therefore, the number of model parameters is reduced from two to only one. If the breakdown 

location parameter L1 is characterized from experimental work, from Equations (4.41) � (4.46), the 

voltage-dependent current source IOX can be obtained.  

 

The above NMOSFET TDDB failure equivalent circuit model can be easily extended to 

PMOSFET by properly changing current �owing directions in Figure 4.8 and voltage/current signs 

in model equations.  

4.4 Negative Bias Temperature Instability  

 As process technology develops, gate oxides are becoming much thinner in the deep submicron 

regimes and experience an increased oxide electric �eld, which is one of the major incentives for 
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NBTI e�ects. Nitrogen is commonly introduced in PMOSFET’s oxide to prevent boron di�usion, 

increase dielectric constant, suppress gate leakage current, and improve hot carrier immunity. 

However, the inclusion of nitrogen in processes exacerbates NBTI effects [81] [152].  

 

In device physics, NBTI becomes a more important reliability concern as device feature sizes 

continue to shrink. Interface traps and oxide traps generated from the dissociation of interface Si�H 

bonds increase carrier surface-related scattering and disturb the local electric �eld in oxide, leading 

to channel mobility degradation and threshold voltage shift. The electrical e�ects of NBTI 

in�uence on PMOSFETs manifest in decreasing saturated drain current (Idsat) and transconductance 

(gm), increasing threshold voltage (Vt), and temporarily decreasing off-state current [81] [152].  

 

During circuit operation, NBTI is di�erent from HCI in that HCI stresses devices only during 

the dynamic switching periods when current �ows through the device, whereas NBTI stresses 

devices even when they are in static state operation [153][154]. The di�erent stress time windows 

of HCI and NBTI in an inverter VTC plot and an input-output waveform plot are illustrated in 

Figure 4.9, which shows that the PMOSFET su�ers from NBTI stress when the inverter input 

voltage is low and output voltage is high. In contrast, the PMOSFET only experiences HCI stress 

during the inverter output pulling-up period when Co is charging up, while the NMOSFET su�ers 

from HCI stress during the opposite dynamic stage when the inverter output is discharged to a low 

voltage level [155]. The fact that NBTI has a much larger stress time window, which even extends 

to device steady state operation periods, leads to the obvious result that duty cycle has a much 

more severe e�ect on the NBTI mechanism. This complicates circuit NBTI behaviors and compels 

us to address NBTI e�ects in the circuit design stages. 

  

The most obvious NBTI-induced device degradation phenomenon is the threshold voltage shift 

�Vt(t); therefore, in developing NBTI lifetime models, �Vt(t) is unanimously used as an NBTI 

degradation monitor to characterize device wearout degree and, accordingly, time to a �xed �Vt(t) 

value (e.g., 50 mV or 100 mV) is often de�ned as the NBTI lifetime. Due to the electrochemical 

reaction-di�usion processes in NBTI, the time dependence of �Vt(t) is both mathematically 
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derived and experimentally observed to follow a fractional power law relation �Vt(t) � tn, where 

the exponent n ranges from 0.15 � 0.3 with a typical value of 0.25 [153][84]. The fractional value 

of n gives rise to a saturation behavior at a long time t, which conforms to experimental 

observations.  

 
Fig. 4.9.  The different stress time windows of HCI and NBTI for an inverter in (a) voltage transfer 

curve (VTC) plot and (b) input-output waveform plot. HCI stresses devices only during the 

dynamic switching periods when both gate voltage and drain voltage must be high enough and 

there is current flowing through the device. NBTI stresses PMOS devices mainly during the period 

when they are in one of the two static operation states when gat voltage is negative with respect to 

both drain and source voltages. 

 

The voltage dependence of �Vt(t) is phenomenologically modeled with an exponential law 

�Vt(t) � exp(
VG) [156, 157, 158]. The temperature dependence of �Vt(t) is empirically modeled 
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with the well-known Arrhenius law �Vt(t) � exp(�Ea/�T) [157][158]. In terms of all the above 

relations, �Vt(t) is often given as [159][84]:  

 

  (4.47) 

 

NBTI lifetime tf corresponds to the time to a �xed �Vt(t) value; therefore, by rearranging 

Equation (4.47), we obtain a frequently used NBTI accelerated lifetime model:  

 

  (4.48) 

 

where 
 = 
/n, Ea  = Ea/n, and A0 is a process constant.  

 

In deriving Equation (4.48), the assumption of exponential law for voltage dependence is not 

justi�ed and does not �t recent experimental data very well. Therefore, we have to develop a more 

suitable acceleration law for NBTI voltage dependency. In our previous work, we developed a 

power law voltage acceleration model in [15]. A phenomenological DC model suggests that shifts 

in threshold voltage result from the increase in positive �xed charge 	Nf(t) and the generation of 

donor type interface traps in the lower half of the silicon bandgap 	Nit(t) [160]: 

 

  (4.49) 

 

where Cox is the oxide capacitance. For ultrathin oxide, 	Nf(t) and 	Nit(t) are determined by 

temperature T, oxide electric �eld Eox, oxide thickness tox, and stress time t:  

 

  (4.50) 

 

and  

  (4.51) 
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where n1 = 0.25, Ea1 = 0.2 eV for 	Nit(t), and n2 =0.14, Ea2 = 0.15 eV for 	Nf(t), respectively, and 

m = 1.5 for both cases [81]. Equation (4.50) shows thickness-dependence of 	Nit(t) on tox, while 

Equation (4.51) means 	Nf(t) is thickness-independent. These dependencies prompt us to make an 

assumption that for smaller tox, 	Nit(t) will dominate over 	Nf(t) in Equation (4.49) (this 

assumption is supported in [161]). Substituting Equation (4.50) into Equation (4.49) and neglecting 

	Nf(t), Cox and tox will cancel each other (because Cox = �ox/tox) in Equation (4.49). If we replace the 

oxide electric �eld Eox with the gate bias voltage Vgs (for p+ poly-Si gate PMOSFETs, Eox = (Vgs � 

0.2 V)/tox � Vgs/tox according to Equation (22) in [81]), then we get a new NBTI accelerated lifetime 

model:  

 

  (4.52) 

 

where Ea is activation energy, A1 is a process-related constant, and � is the voltage acceleration 

factor. This voltage power law relation is also reported in [162]. In literature, the typical value of 

Ea is reported as 0.9 �1.2 eV, and the � value is approximately 6–8 [162][163]. 

  

Quick development of NBTI testing and analyzing techniques have discovered some new 

phenomena of NBTI e�ects, including dynamic recovery e�ect [156][157][84] and a 	Vt(t) 

saturation e�ect [157]. These new phenomena demand new physics-based lifetime models to 

account for and predict NBTI impact on circuit performance and functionality. Based on the model 

proposed by Zafar [164] [165], we developed a new NBTI accelerated lifetime model that is based 

on degradation physics and statistics mechanics. This new model provides a new statistical 

explanation for the 	Vt(t) saturation e�ect and a physical explanation for dynamic recovery e�ect 

in the same framework. Based on the same Zafar model, we also developed a new NBTI failure 

equivalent circuit model that is the �rst electrical model in this area for modeling NBTI e�ect on 

circuit functionality.  
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According to [165], by applying statistical mechanics to calculating the decrease in interfacial 

Si�H density as a function of stress conditions, we can mathematically derive a new time 

dependence of 	Vt(t) as:  

 

  (4.53) 

 

where 	Vmax, �, and 
 are three model parameters. The parameter 	Vmax is the maximum 	Vt(t) 

shift that would occur when all the interfacial Si�H bonds have been de-passivated. The parameter 

� is the time when 	Vt(t) increases to 63.2% of 	Vmax and, therefore, is a measure of the NBTI 

degradation rate. The parameter 
 (0 < 
 < 1) is a measure of dispersion in hydrogen di�usion; this 

value decreases from 1 to 0 as dispersion increases. 
 is independent of stress oxide �eld Eox [165].  

 

� and 	Vmax have been derived in [165] as:  

 

  (4.54) 

and 

  (4.55) 

 

where B1 and B2 are model prefactors. E1 and E2 are material and oxide electric �eld-dependent 

parameters. Their values are given as:  

 

  (4.56) 

and 

  (4.57) 

 

where Eit and Efx are trap energy level at the oxide/Si interface and trap energy in the oxide, 

respectively; EF is Fermi energy with respect to valence band edge in bulk Si; Eox is applied electric 

�eld across the oxide; � is a constant; and �E2/3
ox represents the decrease in the electronic energy 
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due to band bending in the substrate. A set of typical values for these parameters is given in [165]: 

Eit = 0.24 eV, Efx = �0.16 eV, Eg = 1.12 eV, EF = 0.98 eV, � = 6.64×10�7. Based on these values, we 

obtain E1 = 0.10 eV and E2 = 0.14 eV (if we assume Vox = 1V and tox = 10 nm). E1 is a process-

determined parameter, while E2 is a circuit-operation-dependent parameter due to the fact that Vox 

is a function of Vgs.  

 

 If we de�ne F(t) = 	Vt(t)/	Vmax, then we can rewrite Equation (4.53) in the form:  

 

  (4.58) 

 

Equation (4.58) is exactly the same as the Weibull function. If we de�ne f(t) = �F(t)/�t, then f(t) 

represents the rate-of-change in 	Vt(t) (normalized to 	Vmax). Based on the above transformations, 

we can explain NBTI time-dependent degradation behaviors (power law at initial period followed 

by a gradual saturation effect) with Weibull statistics. When (t/�)� is very small (corresponds to 

initial NBTI stress), with the mathematical approximation 1 �e�x � 1 � x, Equation (4.58) can be 

simpli�ed to:  

 

  (4.59) 

 

Equation (4.59) shows that, at the initial state, NBTI-induced 	Vt(t) follows a power law time 

dependency.  

 

From Weibull statistics, we know that if the slope parameter 
 is smaller than 1, the probability 

density function f(t) will decrease with time t. In Equation (4.58), 
 is always smaller than 1 (i.e., 0 

< 
 < 1), which means that the rate-of-change in 	Vt(t) (normalized to 	Vmax) will decrease with 

time. Therefore, after a very-long-time t, 	Vt(t) will gradually saturate. The above Weibull 

equivalent explanations justify the validity of Equation (4.53) from a statistical point-of-view. 

From Equation (4.53), we can derive a new NBTI accelerated lifetime model that sufficiently 

explains NBTI dynamic recovery e�ects.  



4 Microelectronic Circuit Reliability Analysis and MaCRO 
 

148 
 

 

Rearranging Equation (4.53) and solving for time t, we obtain:  

 

  (4.60) 

 

Substituting Equation (4.54) into Equation (4.60), we obtain:  

 

  (4.61) 

 

The relations between Eox and applied gate voltage Vgs is given as (according to Equation (21) 

in [81]):  

 

  (4.62) 

 

where VFB is �at-band voltage and �s surface potential. Equation (4.62) can be written in a general 

form as:  

 

  (4.63) 

 

where 
 is a technology-related potential constant with typical value of 0.2 V for PMOSFETs with 

p+ poly-gate.  

 

Equation (4.61) can be rewritten to Equation (4.64) by subbing with Equation (4.63):  

 

  (4.64) 
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 According to the mathematical approximation that if x is very small, then ln[1/(1 � x)] � x (e.g., 

if x = 0.1, ln[1/(1 � x)] = 0.1054 and the relative error is only 5.4%), we can further simplify 

Equation (4.64). Because most device service times at normal use conditions are much shorter than 

devices’ end-of-life lifetimes, we can intuitively assume 	Vt(t)/	Vmax to be a very small quantity 

(the 1/
 exponent of it tends to further shrink the di�erence between ln[1/(1 � x)] and x). 

Therefore, Equation (4.64) is reduced to:  

 

  (4.65) 

 

Substituting Equation (4.55) into Equation (4.65) and neglecting the e�ect of 
 on Vgs shift (if 

Vgs is much larger than 0.2 V), we obtain a new physics and statistics-based NBTI accelerated 

lifetime model:  

 

  (4.66) 
 

where the typical value of 
 is 0.3 [165] and E1 and E2 are given by Equation (4.56) and Equation 

(4.57), respectively.  

 

Equation (4.66) is the mathematical transformation of Equation (4.53); therefore, it inherits all 

the merits of Equation (4.53). This means our new NBTI accelerated lifetime model inherently 

accounts for NBTI 	Vt(t) power law and saturation behaviors having been discussed before. 

Another main feature of this new model is its accountability for NBTI dynamic recovery and AC 

e�ects. Traditional NBTI analysis neglects these significant new e�ects observed from the latest 

experimental work that lead to relaxed NBTI degradation [156][87]. If these e�ects are not 

considered, an overly pessimistic NBTI lifetime will be extrapolated. In dynamic digital circuit 

operations and analog circuit AC operations, NBTI e�ects can be treated as a two-step stress 

process: a high-stress period and a low-stress recovery period. According to our new NBTI 

accelerated lifetime model, E2 is voltage dependent (Equation (4.57)); therefore, E2 will be larger at 

high-stress periods and smaller at low stress periods. According to Equation (4.66), a higher E2 
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leads to a shorter tf, and a lower E2 leads to a longer tf. The �nal tf for the whole process is a result 

of these two processes. Therefore, Equation (4.66) provides a prediction method for NBTI 

dynamic recovery and AC e�ects. The above discussion concludes that the new NBTI accelerated 

lifetime model outperforms other peer models (Equation (4.48), Equation (4.52), and the model in 

[166]) in that it accounts for nearly all known NBTI effects in a uni�ed framework for reliability 

analysis.  

4.4.1 Failure Equivalent Circuit Model  

 To date, the majority of the work of NBTI investigation has been concentrated on discrete 

transistor parameter drift, rather than on circuit performance degradation [154][167]. Recently, the 

interest of NBTI literature has been gradually elevated to characterize impacts of NBTI on digital 

circuit reliability [153][154][167, 168, 85, 169] and on analog and RF circuit reliability [170, 171, 

172]. Reddy et al. [154][167] developed an NBTI circuit degradation model to investigate the �rst-

order impact of NBTI-induced PMOSFET degradation on ring oscillator and SRAM circuit 

performances. This model establishes a simple relationship between inverter propagation delay and 

device threshold voltage shift, thereby enabling circuit frequency degradation simulation due to 

NBTI-induced device parameter drift. Compared to HCI reliability, it is more di�cult to identify 

NBTI critical subcircuits because of the obvious absence of an e�ective NBTI equivalent electrical 

model. Contradictorily, NBTI degrades device parameters even when they are in static state; 

therefore, NBTI critical subcircuits must be identi�ed as early as possible in the design cycle [168]. 

For example, DC biased circuits are very important for circuit operation (especially for analog and 

mixed-signal circuits), but they are prone to NBTI degradation. If the most NBTI-sensitive 

subcircuits in biasing networks were not identi�ed and properly designed, the overall circuit could 

not be NBTI-robust.  

 

It is very important to be able to simulate the impact of NBTI at the circuit level using SPICE 

simulation [168]. In most of the work on NBTI circuit SPICE simulation, simulation was 

performed in such a way that degraded circuit behaviors were simulated with SPICE transistor 

model parameter Vt (threshold voltage) being arbitrarily perturbed and shifted by a �xed value 

[154]. This kind of simulation method cannot physically relate circuit performance degradation to 
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the device NBTI wearout process in dynamic operation situations because the parameter t (NBTI 

stress time) is not set in. The most e�ective way to build up this kind of relation is through an 

NBTI failure equivalent circuit model. However, to our best knowledge, there is no electrical 

model of this kind in the literature. Based on the previously introduced Weibull law time 

dependence of �Vt(t) model (Equation 4.53), we have developed a new NBTI failure equivalent 

circuit model that is the �rst electrical model relating the time-dependent NBTI physical 

degradation parameter �Vt(t) to lumped electrical model elements, thereby enabling e�ective and 

quick NBTI circuit reliability simulation.  

 

As mentioned earlier, the most severe NBTI e�ect is PMOSFET threshold voltage increase 

�Vt(t), which is equivalent to PMOSFET absolute gate-to-source voltage decrease. Therefore, if 

we split the PMOSFET gate connection and add a gate resistance RG between the original gate 

biasing point G (voltage at this point is preserved as before by biasing circuit) and the PMOSFET 

gate immediate terminal G’, and construct a gate leakage current �owing mechanism (voltage 

controlled current sources between gate-to-drain and gate-to-source), then the gate leakage current 

will �ow through this gate resistance RG and increase the PMOSFET e�ective gate voltage at point 

G’. Because PMOSFET source is held at the highest potential, the inclusion of RG and gate-leakage 

current leads to the decrease of PMOSFET absolute gate-to-source voltage, thereby imitating the 

NBTI threshold voltage degradation. Based on this concept, the NBTI failure equivalent circuit 

model is constructed as shown in Figure 4.10.  
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Fig. 4.10.  FaRBS NBTI failure equivalent circuit model. NBTI-induced PMOSFET threshold 

voltage increase is modeled as absolute gate-to-source voltage decrease. Gate tunneling current 

�owing through the gate resistance RG leads to the increase of voltage at point G’. This 

corresponds to the decrease of PMOSFET absolute gate-to-source voltage and therefore mimics 

the threshold voltage degradation e�ect. Gate tunneling current is modeled with two voltage 

controlled current sources which follow the form of a power law relation as: I = KVP.  

 

In this model, RG is a voltage-dependent resistance because gate leakage currents are voltage 

dependent. RG is also a time-dependent resistance because voltage drop across RG at any speci�c 

time t is equal to threshold voltage shift �Vt(t), which is time dependent. According to [134], gate 

leakage current due to oxide breakdown conduction can be modeled as gate-to-di�usion leakage 

with a power law dependence of the formula I = KV p (where K and p are �tting parameters). We 

adopt the same power law voltage dependency in modeling gate leakage currents in Figure 4.10. 

As a result, for the gate-to drain leakage current, IGD = K(VGD)p, and for the gate-to-source leakage 

current, IGS = K(VGS)p. In FaRBS, the default value of p is set to 5, and the default value of K is 3 × 

10�6 [134].  
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In Figure 4.10, the voltage drop across RG is:  

 

  (4.67) 

 

Threshold voltage degradation �Vt(t) due to NBTI is already given by Equation (4.53); 

therefore, from the relation �VG(t)= �Vt(t), we can obtain an analytical solution for RG:  

 

  (4.68) 

 

The typical values and extraction methods for the model parameters �Vmax, K, p, �, and 
 have been 

given and discussed during the process of deriving Equation (4.68).  

 

One of the more important points regarding Figure 4.10, is that this model more accurately 

incorporates both NBTI and possible oxide breakdown e�ects than a simple model that only 

inserts a voltage source between G and G’.  

 

For an NMOS positive bias temperature instability (PBTI) failure equivalent circuit model, we 

adopt a similar model as that of PMOS NBTI in Figure 4.10, except that all current �owing 

directions are reversed and the model �tting parameters of the threshold voltage model �Vt 

(Equation 4.53) are determined from NMOS PBTI stress testing. For the two current sources (IGD 

and IGS) in the NMOS PBTI circuit model, we adopt a better gate leakage model proposed by Lee 

et al. [173] as follows:  

 

  (4.69) 

and 

  (4.70) 
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where IGS and IGD are in unit μA, L is e�ective channel length in nanometer, tox is oxide thickness 

in nanometer, A = 127.04, 
 = 5.61, 
 = 10.6, and � = 2.5. These typical values for NMOSFETs 

were obtained by �tting industrial data and found to be good for technologies across many 

generations to 0.13 μm. They are also found to maintain good stability in SPICE simulation [173].  

4.5 MaCRO Application: An SRAM Reliability Simulation and Analysis  

4.5.1 Introduction  

 The lifetime models and circuit models for HCI/TDDB/NBTI failure mechanisms as well as 

the overall reliability simulation algorithms in MaCRO have been presented in the previous 

chapters. This chapter is an illustrative case study for the purpose of demonstrating how to apply 

MaCRO models and algorithms to circuit reliability simulation, analysis, and improvement.  

 

The most common circuit structures used in exemplary reliability simulations are the ring 

oscillator, di�erential ampli�er, and SRAM. Compared with the other two circuits, SRAM 

includes many typical subcircuits such as the cross-connected 6-T memory cell, precharge, 

peripheral control logic and a sense ampli�er. The magnitude of the MOSFET’s wearout 

mechanisms and their e�ects on circuit performance and functionality depend on the types of 

circuits involved [174]. Moreover, for a typical SoC circuit, SRAM occupies more than 40% of the 

chip area [175]. The ever-increasing integration of SRAM in embedded SoC indicates that the 

reliability of modern VLSI systems depends on the reliability of on-chip memories [176]. 

Therefore, SRAM is selected in this case study as a vehicle to show the applicability of MaCRO 

models and algorithms in circuit reliability simulation and analysis.  

4.5.2 SRAM Circuit Design and Simulation  

 To simplify the circuit structure, reduce reliability simulation complexity, and magnify the 

e�ects of each failure mechanism on circuit operation, only a one-bit SRAM cell and its operation 

control functions are implemented. The address decoder and complex timing control subcircuits 

are intentionally omitted. The SRAM circuit chosen for this consideration includes one 6-T cell, 
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precharge, read/write control, and sense ampli�er. The SRAM structural block diagram is shown in 

Figure 4.11. The detailed structure and function of each block are introduced in this section. The 

overall circuit is implemented with a commercial 0.25-μm technology with a gate oxide thickness 

of 5.7 nm and power supply voltage of 2.5 V.  

 

 
 

Fig. 4.11. The one-bit SRAM structural block diagram. The circuit consists of one bit 6-T cell, 

read/write control logic, and output sense amplifier. 

 

The most important functional block in Figure 4.11 is the one-bit 6-T SRAM cell, which 

consists of a pair of cross-connected inverters and two NMOSFET pass transistors. The schematic 

of the SRAM cell is shown in Figure 4.12. Transistors M1–M4 form a regenerative structure for 

storing a single bit “1” or “0” at the node “Store,” depending on the di�erential voltages of 

BIT/BITn lines during write cycles. The WORD line controls pass transistors M5 and M6 and 

enables charging/discharging paths between the nodes Store/Storen and BIT/BITn lines during 

read/write cycles. The cell transfer ratio of pass transistor to pull-down NMOSFET widths (i.e., 

width ratio of M5 to M1, and M6 to M2) is designed to 1. The proper value of this ratio is 

important for cell stability during read operations [175]. The two transmission gates (consisting of 

M41–M44) provide bidirectional paths and connect BIT/BITn lines to the write control circuit 

during write operation, and to the sense ampli�er during the read operation.  
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Fig. 4.12.  Schematic of on bit 6-T SRAM cell. Store/Storen represent cell state. WORD line 

enables the two pass transistors M5 and M6 during memory read and write cycles. 

 

The function of the precharge circuit is to pre-charge BIT and BITn lines to the same level 

before each read and write operation. The schematic of the precharge circuit is shown in Figure 

4.13. When PRE signal is high, M21–M25 turn on, equalizing and charging up BIT/BITn lines to 

the same voltage level VDD � 2Vt. Because NMOSFET threshold voltage Vt = 0.65 V, the pre-

charge voltage level is approximately set to the middle of VDD, which avoids full rail-to-rail signal 

transitions in subsequent read/write operation, thereby improving circuit operation speed. The 

high-speed transition of PRE on M21 - M25 might introduce charge injection e�ects on BIT/BITn 

lines.  

 

These transient charges will increase voltage overshooting and reduce cell stability. For high-

speed, high-volume SRAM circuits wherein node capacitances on BIT/BITn lines are very large 

and the swings of BIT/BITn signals are very small, transient charge injection has a more 

deleterious e�ect. The inclusion of transistors M26–M29 is for suppressing these transient charge 

e�ects and smoothing BIT/BITn signals during switching. Simulation shows for this simpli�ed 
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SRAM circuit, which exhibits large BIT/BITn swings (because of small node capacitances 

associated with the one bit cell), failures of these transistors have minor e�ects on circuit 

functionality; therefore, M26–M29 are neglected in the following MaCRO reliability analysis.  

 
 

Fig. 4.13.   Schematic of the precharge circuit. BIT/BITn lines are pre-charged to the same voltage 

level before each read and write operation. M26–M29 are included for reducing transient charge 

injection effects. 

 

The write control logic circuit is straightforward (see Figure 4.14). WRITE signal controls the 

operation of the sandwiched NMOSFET and PMOSFET in the two stacked inverters, thereby gate-

keeping the connection between DATA line and the SRAM cell.  
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Fig. 4.14.   Schematic of the write control circuit. WRITE signal controls the connections of DATA 

line and BITio/BITnio lines. BITio/BITnio lines are connected to BIT/BITn by the two transmission 

gates (M41–M44). 

 

A latch-type sense ampli�er (rather than a current mirror ampli�er) is selected due to the small 

node capacitances and large voltage swings of BIT/BITn lines. A READ signal applies to M55 and 

M60 and controls the read operation. If the READ signal is high, the latch ampli�er, consisting of 

M51–M55, quickly pulls BIT/BITn apart in reverse directions to the full digital levels. M56–M59 

form the output bu�er and help to generate smooth rail-to-rail output signals. The overall 

schematic of the sense ampli�er circuit is illustrated in Figure 4.15.  

 

The function of the SRAM is simulated in SPICE to perform a set of sequential “write 0, read 

0, write 1, read 1” operations. The duration of each operation cycle is 2 ns, and the circuit is 

simulated for 8 ns, with an operation speed of 500 MHz. The timing of input signals is given in 

Figure 4.16.  
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Fig. 4.15.  Schematic of the sense ampli�er. READ signal controls the operation of the latch 

ampli�er and the connection between BIT/BITn and the output. The latch ampli�er magni�es 

BIT/BITn line swings to full digital levels.  

 
Fig. 4.16.  SRAM SPICE simulation stimuli. PRE exerts before each read/write operation. CD 

signal enables the transmission gates M41–M42 and WORD signal enables the pass transistors 

M5–M6 during each read/write operation. The “0” or “1” is available on DATA line during each 

write operation. 
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The SPICE simulation results are shown in Figure 4.17, which (a) demonstrates precharging 

states and swings of BIT/BITn signals during read/write operations, (b) indicates SRAM cell state 

stored at Store/Storen nodes, (c) shows results of the two write operations, and (d) shows results of 

the two read operations. These simulation waveforms illustrate the SRAM operation process: 

within 1–2ns, “0” on the DATA line is written into the SRAM cell; within 3–4ns, “0” state stored 

in the SRAM cell is read out to the output data line DATAO; within 5–6 ns, “1” on the DATA line 

is written into the SRAM cell; and within 7–8 ns, “1” state stored in the SRAM cell is read out to 

DATAO. These timing relations will be compared later with MaCRO reliability simulation results 

after the SRAM experiences HCI/TDDB/NBTI stresses.  

 

 
Fig. 4.17.  SRAM SPICE simulation results. (a) shows waveforms of BIT/BITn signals, (b) shows 

SRAM cell state signals Store/Storen, (c) is write operation result, and (d) is read operation result. 
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4.5.3 Preview of SRAM Failure Behaviors  

For the sake of facilitating the understanding of MaCRO reliability simulation results, a brief 

overview of SRAM reliability behaviors and failure effects presented in the literature is given in 

this section.  

 

The main e�ects of HCI on device electrical characteristics are threshold-voltage drift and 

transconductance (gm) degradation. Pass transistors in an SRAM cell receive more severe damages 

because of bidirectional HCI stresses. This is proved by MaCRO simulation that follows. The gm 

degradation of these pass transistors gradually reduces the driving capability and cell transfer ratio 

[174] and increases access time after long-term operation [111, 177]. The physical origin of this 

enhanced HCI damage on pass transistors is explained in [178]. The sense ampli�er also su�ers 

from signi�cant HCI stress, which results in increased input o�set voltage [179] and decreased 

drain output resistance and small-signal voltage gain [180].  

 

TDDB has the most deleterious e�ects on SRAM cell stability. There are only four 

topologically distinct oxide breakdown locations in the SRAM cell shown in Figure 4.12: Store-to-

Storen, Store-to-VDD, Store-to-gnd, and gate-to-di�usion of pass transistors. Any other possible 

oxide breakdown location is equivalent to one of these categories [175]. Store-to-Storen 

breakdown and gate-to-di�usion breakdown of pass transistors reduce BIT/BITn di�erential 

voltage and output swing, whereas breakdowns at Store-to-VDD and Store-to-gnd increase leakage 

current at the opposite transistors and degrade cell stability and Static Noise Margin (SNM) [132]. 

The leakage currents of 20–50 μA at the NMOSFET source can result in a 50% reduction in SNM 

[133, 181]. Most SRAM cells become unstable without su�cient SNM [182].  

 

A thorough investigation of di�erent gate oxide breakdown effects on SRAM subcircuits is 

presented in [183, 135].  
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NBTI leads to device mismatches in the SRAM cell and input o�set voltages in the sense 

ampli�er. The SNM degradation due to NBTI increases as VDD decreases [154]. Experimental 

work of an operational ampli�er to end-of-life degradation indicates little change in output 

characteristics, suggesting that PMOSFET NBTI-induced device mismatch is not the fundamental 

reason for circuit failures [170]. This conclusion is also supported by MaCRO reliability simulation 

results that follow.  

4.5.4 Device Lifetime Calculation  

 The lifetime model for each failure mechanism (HCI/TDDB/NBTI) is introduced in previous 

chapters. These lifetime equations are recapitulated here for convenience:  

 

  (4.71) 

 

  (4.72) 

 

  (4.73) 

 

On the basis of SPICE simulation results, if all the model parameters are determined from 

device-testing work, designers can calculate device lifetime for each failure mechanism at any use 

condition. However, from the perspective of circuit functionality, the absolute value of device 

lifetime is not of primary interest. The main purpose of lifetime calculation is to identify the 

weakest and most damaged devices; we can conclude, therefore, that only relative lifetime (i.e., 

normalized lifetime) can be calculated for each device by lumping all common model parameters 

into a single factor. Based on this concept, Equations (4.71)–(4.73) can be rewritten in the 

following simpli�ed forms:  

 

  (4.74) 
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  (4.75) 

 

  (4.76) 

 

where �1–�3 are the lumped factors and de�ned as benchmarks for normalized lifetimes and W is 

the channel width, E1
’ 
is a process-dependent constant. In deriving Equations (4.74)–(4.76), device 

junction temperature and the ambient temperature are not di�erentiated. The temperature e�ects of 

various failure mechanisms are discussed in [184]. The method to model device junction 

temperature with respect to device power dissipation and ambient temperature is given in [176].  
 

In the normalized lifetime calculation process, it is unnecessary to characterize �1–�3 factors 

because they are common to all devices in the same circuit. This reduces the number of model 

parameters and simpli�es parameter testing and extraction work. In Equations (4.74)–(4.76), Isub, 

Vgs, and E2 can be predicted from SPICE simulation. After obtaining the reduced set of model 

parameters necessary to Equations (4.74)–(4.76), designers can easily calculate device normalized 

lifetimes for each failure mechanism. The lifetime results are shown in Figure 4.18, wherein the 

horizontal axis denotes the transistor’s index (e.g., “1” represents “M1”) and the vertical axis 

denotes lifetime value normalized to �1–�3, respectively (e.g., for HCI: tf (M1) = 4.2893�1). 

Compared with other devices, M33, M34, M37, M41, and M43 have very large NBTI lifetimes. To 

show details of other devices’ relatively smaller lifetime values, normalized lifetime values of 

these transistors are not drawn to scale in (c) of Figure 4.18. 

  

The trends that follow can be easily observed from inspecting Figure 4.18: for HCI e�ect, pass 

transistors generally experience more damage due to bidirectional stresses and more frequent 

switching operations, shown by M5, M6, M21, M42, M44; NMOSFETs in inverters su�er from 

less HCI stress, shown by M35, M56, M63; in stacked inverters, NMOSFETs on the top receive 

more HCI damage, shown by comparisons of M31 to M32 and M35 to M36, respectively; and the 
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sense ampli�er is sensitive to HCI because distinct HCI damages on M51 and M52 lead to 

increased device mismatches and input o�set voltages. For TDDB e�ect, PMOSFET is easier to 

su�er from TDDB due to its relatively larger channel area, and area scaling has a signi�cant e�ect 

on device lifetimes, shown by M62, M64, whose channel widths are very large (12 μm). For NBTI 

e�ect, PMOSFETs in latch structure receive more imbalanced NBTI damage, which also leads to 

increased device mismatches and input offset voltages, shown by M3, M4 and M53, M54.  

 
Fig. 4.18.  Device lifetime calculation results for the three failure mechanisms: (a) HCI, (b) TDDB, 

and (c) NBTI. The horizontal axis denotes device’s index, and vertical axis denotes lifetime value 

normalized to �1–�3, respectively. 
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It is easy to identify the most damaged transistors for each failure mechanism from Figure 4.18. 

For HCI, M5, M6, M52, and M58 are the most damaged transistors. M58 has the shortest lifetime; 

however, it can be excluded after a careful analysis. In the initial schematic, the two stages of 

inverters after the sense ampli�er were designed with the sizing ratio of 1. If scaling up the channel 

widths of M58 and M59 and increasing the sizing ratio to 3, the lifetime of M58 increases from 

0.84�1 to 7.79�1. The reason for this signi�cant improvement is the reduction in inverter transition 

delay after proper sizing of the inverter chain, as shown in Figure 4.19. Proper inverter sizing 

improves both transition speed and device lifetime with the penalties of larger chip area and 

loading to neighboring gates. Therefore, circuit designers need to perform detailed lifetime 

calculation and functional simulation to make appropriate tradeoffs.  

 
Fig. 4.19. Comparison of transition delay of M58 before and after inverter sizing. Proper sizing 

significantly reduces dynamic switching delay, thereby suppressing HCI effect. Wn = 0.6 um 

before sizing and Wn = 1.8 um after sizing. 
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For TDDB, M3, M31, M38, M53, M 62, and M64 are the most damaged transistors. M62 and 

M64 are PMOSFETs in the write-control logic subcircuit; their channel widths are designed to be 

very large to quickly generate inverse signals of WRITE and DATA. Their widths can be properly 

scaled down to improve lifetime; therefore, it is unnecessary to include them in the weakest device 

list. M3 is included because it is within the SRAM cell and its oxide breakdown has a signi�cant 

e�ect on SRAM operation. All transistors in precharge circuit (M21–M29) are not selected 

because, during all operation periods, their gate-to-source/drain voltages are negligible.  

 

For NBTI, M3, M38, and M53 are selected as the most damaged transistors. Although lifetimes 

of M62, M64, M57, and M59 are comparable to those of being selected, on the basis of the reason 

given above, they are not included in the weakest-device list.  

 

In summary, the devices identified to be the most damaged for each failure mechanism are: 

HCI—M5, M6, and M52; TDDB—M3, M31, M38, and M53; and NBTI—M3, M38, and M53. 

These transistors will be substituted with corresponding circuit models in the following SPICE 

simulation.  

4.5.5 SPICE Reliability Simulation with Circuit Models  

 The model equations and methods to determine circuit model parameters have been presented 

in previous chapters. Most of these model parameters are time dependent; therefore, SPICE 

simulation with these circuit models has to be performed several times to pinpoint the time at 

which the circuit function fails. The most e�ective way to �nd this failure time is by a three-step 

progressive process: �rst, only consider HCI failure electrical models and �nd the circuit HCI 

lifetime Ta; then, add on TDDB electrical models and simulation circuit operation at times shorter 

than Ta and �nd the corresponding circuit HCI+TDDB failure lifetime Tb (Tb � Ta); �nally, include 

all failure electrical models and �nd the circuit failure lifetime Tc (Tc � Tb) at which the circuit 

cannot maintain correct operations. In this step-by-step process, circuit failure behaviors and 

response due to each failure mechanism can be e�ciently characterized. The detailed algorithm of 
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this process is given in Chapter 2. The SRAM reliability simulation and analysis are performed 

according to this three-step process.  

 

 

HCI  
 

 There is only one parameter in the HCI circuit model: �Rd, which characterizes drain current 

reduction due to mobility degradation resulting from HCI-induced interface charge and oxide 

charge. �Rd values of M5, M6, and M52 at di�erent stress times are plotted in Figure 4.20. These 

HCI-induced series parasitic resistances are not in simple logarithmic relation to stress time t 

because the horizontal axis is not drawn in linear scale. M5 and M6 receive bidirectional HCI 

stresses; consequently, each of them has two resistances (�Rd1 and �Rd2)  associated with drain and 

source, respectively.  

 
Fig. 4.20.  �Rd values of M5, M6, M52 at different stress times. The unit of horizontal axis is time 

in years; the vertical axis is in logarithmic scale and in unit Ohm. 
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The SRAM circuit with these HCI-induced �Rd elements is simulated at di�erent stress times 

to check its functionality. Figure 4.21 shows the waveforms of the SRAM cell state (i.e., Store 

signal) and output state (i.e., DATAO signal) after di�erent stress times. It indicates that the 

SRAM circuit operates correctly until 0.8 year, and fails at 1 year, at which time the Store signal 

does not switch as expected during the “write 1” cycle. The gradual degradation of the Store signal 

is clearly shown in Figure 4.21. The corruption of the Store signal occurring more rapidly than that 

of DATAO implies that malfunction of this SRAM circuit mainly results from HCI damage of M5 

and M6, rather than M52; this veri�es other researchers’ work on the relation between the pass 

transistor’s HCI degradation and SRAM cell stability.  

 

 

 

Fig. 4.21.  The simulated waveforms of the SRAM cell Store signal and output DATAO signal after 

different stress times. At t = 1 year, Store signal does not jump to high as expected during the 

“write 1” cycle indicating failure of SRAM cell. 
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A closer look at BIT/BITn and Store/Storen waveforms before and after SRAM cell failure 

reveals more reliability information. Figure 4.22 compares and shows how these signals corrupt. It 

is clearly shown that the addition and increase of HCI-induced series resistances in M5 and M6 

degrade BIT/BITn signals and reduce cell transfer ratio. As a result, the high BIT line signal at 

“write 1” cycle cannot be e�ectively written into the SRAM cell. Store/Storen signals cannot 

switch when a reverse value is being written to the SRAM cell.  

 

 From the above SPICE simulation with HCI circuit models, the HCI lifetime of the SRAM 

circuit is predicted to be 0.9 year. If considering the e�ect of duty cycle and assuming that the 

average access frequency of the SRAM is one full operation per 1 μs at normal use condition, the 

predicted 0.9 year corresponds to a circuit HCI lifetime of 112.5 years.  

 

 

Fig. 4.22.  The waveforms of SRAM Store/Storen signals and BIT/BITn signals before and after 

circuit failure. Store/Storen signals do not flip due to the degredation in BIT/BITn signals when a 

reverse value is being written to the SRAM cell. 
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HCI+TDDB  

 

The second step in the SRAM circuit reliability simulation is the inclusion of both TDDB and HCI 

circuit models. Only gate-to-channel breakdown is considered, and the breakdown location is 

intentionally set to the middle point of the channel. As a result, only one parameter (Iox) needs to be 

characterized for each identi�ed TDDB damaged transistor. The values of Iox have been calculated 

as: Iox(M3) = �50.719 μA, Iox(M31) = 25.642 μA, Iox(M38) = �18.07 μA, and Iox(M53) = �101.05 

μA.  

 

The SPICE simulation that results when taking into account both HCI and TDDB e�ects are 

illustrated in Figure 4.23. The SRAM circuit survives until 0.4 year but fails to function at 0.6 year.  

 
 

Fig. 4.23. The simulated waveforms of the SRAM cell Store signal and output DATAO signal at 

different HCI+TDDB stress times. At t = 0.6 year, Store signal does not jump to high during the 

“write 1” cycle indicating failure of the SRAM cell. 

 

The addition of TDDB failure electrical models signi�cantly reduces circuit lifetime. Figure 

4.24 shows the interaction between the HCI e�ect and the TDDB e�ect, wherein the BIT/BITn 
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and Store/Storen waveforms before and after circuit failure (at 0.4 year and 0.6 year, respectively) 

are plotted. At 0.6 year, the corruption of Store/Storen signals and the degradation of BIT/BITn 

signals during the �nal “write 1, read 1” cycles are very similar to those at 1 year in Figure 4.22, 

wherein only the HCI e�ect is considered. Moreover, if the TDDB e�ect on M3 is disabled at 0.6 

year, the circuit function restores and the waveforms without TDDB at 0.6 year are quite similar to 

the waveforms with TDDB at 0.4 year. These similarities imply that gate-to-channel breakdown of 

TDDB accelerates SRAM cell instability; it does not, however, introduce new failure behavior at 

the circuit level. This result is not observed by other researchers because most work on SRAM cell 

instability analysis does not combine HCI and TDDB e�ects together and because that simulation 

work includes worse-case gate-to-di�usion breakdown mode rather than the more frequent and 

less severe gate-to-channel breakdown mode of TDDB.  

 

 

 

Fig. 4.24. The waveforms of the SRAM Store/Store signals and BIT/BITn signals before and after 

circuit failure. 
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Besides the TDDB effects of M3 on circuit operation, it is also necessary to investigate TDDB 

e�ects of M31, M38, and M53 on circuit performance. Simulation proves breakdowns of M31 and 

M38 (both belong to inverters in the write control subcircuit) have minor e�ects on SRAM 

operation, but breakdown of M53 has a signi�cant e�ect. Figure 4.25 shows the TDDB e�ect of 

M53 on sense ampli�er input signals. The breakdown in M53 provides an additional current path 

between sense ampli�er input and VDD and tends to pull up this input signal. The erratic jumps in 

the ampli�er input signal shown in Figure 4.25 reduces ampli�er output stability.  

 

Fig. 4.25. The TDDB effect of M53 on sense amplifier output stability. The breakdown in M53 

provides additional current path between BITnio and VDD and tends to pull up BITnio when it is 

at low level in “read 0” and “write 1” cycles. 

 

HCI+TDDB+NBTI  

 

The last step is the inclusion of NBTI circuit models. M3, M38, and M53, being identi�ed for 

su�ering the most NBTI damage, also receive the most TDDB damage; therefore, designers need 
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to properly combine the NBTI and TDDB electrical models together for these PMOSFETs. If they 

simply add all NBTI failure circuit model elements into the TDDB model, the oxide breakdown 

e�ect will be overestimated, which results in suppressing or overshooting of SRAM cell state 

signals (i.e., Store/Storen) and unexpected jumps of sense ampli�er input signals. These negative 

phenomena are observed in simulation results. The correct TDDB+NBTI failure electrical model 

for a PMOSFET is illustrated in Figure 4.26.  

 
Fig. 4.26.  The TDDB+NBTI circuit model for a PMOSFET. RG and IOX account for threshold 

voltage degradation due to NBTI. IOX and the two split PMOSFETs represent TDDB damage. RD 

and RS characterize the resistances in drain and source extensions. They are excluded in this 

SRAM case study in order to simplify simulation work. 

 

With the previous HCI+TDDB simulation results, it is only required to calculate RG for each of 

M3, M38, and M53 at time 0.4 year. Their values are: RG(M3) = 6.6K�, RG(M38) = 965.4�, and 

RG(M53) = 3.3K�. Simulation indicates that NBTI has relatively weak e�ects on SRAM cell 

stability and functionality. Its most obvious in�uence observed from simulation is that NBTI 

degrades SRAM cell transition speed. This e�ect is shown in Figure 4.27, where the switching of 

Store/Storen signals slows down when the NBTI model is set in. Simulation also shows NBTI has 

minor e�ects on functionality of the latch type sense ampli�er. The degradation in input signals is 

very small.  
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SPICE DC voltage transfer function simulation along the path from BITn line to Storen line 

encompasses all of the three failure mechanisms (HCI of M6, TDDB and NBTI of M3); therefore, 

degradation in VTC for BITn-to-Storen at di�erent combinations of these failure mechanisms can 

re�ect their individual in�uence on SRAM cell stability. These VTC curves, plotted in Figure 4.28, 

indicate that HCI and TDDB have reverse e�ects on VTC drift, while NBTI has no observable 

e�ect. 

 

 
Fig. 4.27.  The NBTI effects on SRAM cell transition speed. The switching speed of SRAM cell 

Store/Storen signals degrades when NBTI damage on M3 is considered. 
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Fig. 4.28. Voltage transfer curves of BITn-to-Storen for different combinations of failure 

mechanisms. From left to right, the curves represent effects of TDDB, no damage, 

HCI+TDDB+NBTI, HCI, and HCI+NBTI, respectively. NBTI has negligible effect on SRAM cell 

stability. 

 

SNM is the most important factor in SRAM circuit reliability analysis. On the basis of the 

SPICE DC transfer analysis, SNM butter�y plots for various combinations of the failure 

mechanisms are generated in Figure 4.29. The size of the two maximized embedded squares in the 

butter�y plots represents the magnitude of SNM. In Figure 4.29, (a) represents failure free 

operation, (b) shows SNM degradation due to TDDB e�ect, (c) shows the combined effect of 

TDDB+NBTI on SNM, and (d) is the combination of plots (a) to (c) for the sake of easy 

comparison. These curves are obtained by setting failure circuit model parameters at stress time 0.4 

year. It is indicated from these butter�y plots that SRAM cell noise margin shrinks due to TDDB 

and NBTI stresses and TDDB has the dominant e�ect. The gate-to-channel breakdown of M3 

leads to symmetrical shrinkage of the two embedded squares, which is distinct and in contrast to 

the case of gate-to-di�usion breakdowns presented in [133, 181], where asymmetrical scales of the 

sizes of the two embedded squares resulted from p-source breakdown. It is expected that the gate-

to-di�usion breakdown model of TDDB would accelerate SNM degradation. At 0.4 year, even 
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though SNM is signi�cantly reduced, the two transfer curves still cross and form two stable states; 

therefore, SRAM cell function is maintained.  

 
Fig. 4.29. Butterfly plots for various failure mechanisms. (a) denotes the no-damage operation, (b) 

shows SNM degredation due to TDDB, (c) shows the combined effect of TDDB+NBTI, and (d) is 

the combination of the previous three plots. The difference in (b) and (c) is very small indicating 

that NBTI is not a dominant effect. 

 

The SRAM circuit survives to 0.4 year but fails at 0.6 year. If the same duty cycle and usage 

pro�le are assumed as before, the HCI+TDDB+NBTI lifetime of this SRAM circuit under normal 

use condition is approximately 62.5 years.  

4.5.6 Reliability Design Techniques  

 After exploring circuit degradation e�ects and reliability behaviors with MaCRO models, 

designers need to make design iterations to improve circuit lifetime if the initial design falls short 

of reliability speci�cations. Traditionally, this is arduous work due to the lack of a systematic and 

convenient reliability analysis method to help pinpoint reliability weaknesses and characterize 
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circuit degradation in performance and functionality. With MaCRO models and simulation 

algorithms, designers can perform a quick reliability analysis and gain knowledge on circuit failure 

behaviors. Equipped with this reliability knowledge, they can develop their own expertise on 

reliability improvement through proper design iterations.  

 

In the literature, there are some reliability design techniques available for suppressing di�erent 

failure mechanisms. Reliability design techniques for HCI, including transistor sizing, gate 

topology, and input signal scheduling are presented in [108]. Some design improvement concepts 

for TDDB are introduced in [185]. A design technique to reduce gate-to-source voltage during 

static state operation and improve NBTI reliability is introduced in [161]. Even though some 

progress has been achieved from individual work, design techniques for TDDB and NBTI continue 

to be investigated. 

4.5.7 Summary  

 In this section, a simple SRAM circuit is designed and simulated with MaCRO models and 

algorithms to illustrate how to apply this method to circuit reliability simulation and analysis. 

Simulation shows that HCI and TDDB have signi�cant e�ects on SRAM cell stability and voltage 

transfer characteristics, while NBTI mainly degrades cell transition speed when the cell state �ips. 

This case study of SRAM reliability simulation work demonstrates that with MaCRO lifetime 

models and circuit models, microelectronic circuit designers and device reliability engineers can 

develop an in-depth understanding of circuit failure behaviors and the damage e�ects of 

HCI/TDDB/NBTI on circuit operation. With this knowledge, they can better estimate circuit 

lifetime, make appropriate performance and reliability tradeo�s, and formulate practical design 

guidelines to improve microelectronic circuit reliability.  
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5 MICROELECTRONIC SYSTEM RELIABILITY  
 

5.1 Introduction  

 Voltage and temperature are two important stresses in semiconductor device reliability 

analysis, especially in accelerated testing. Until now, most of the research study has been focused 

on voltage and temperature acceleration e�ects toward single-failure mechanisms. At the system 

level, due to the complexity of VLSI circuit and dynamic operating conditions, extrapolation of 

system voltage and temperature acceleration factors from individual failure mechanisms remains a 

formidable challenge. Although various models have been proposed to describe the voltage 

acceleration e�ect for a single failure mechanism, because of the unique physical process 

underlying each failure mechanism, e.g., electromigration (EM), hot carrier injection (HCI), time-

dependent dielectric breakdown (TDDB), and negative bias temperature instability (NBTI), no 

universal voltage acceleration model has been established. For temperature acceleration, the 

Arrhenius model has been widely applied in reliability practice. However, each failure mechanism 

might have its own unique activation energy. These factors complicate system acceleration 

modeling. As a matter of fact, AFS = AFT AFV is the prevailing system acceleration model wherein 

AFS is the system acceleration factor, AFT is the temperature acceleration factor, and AFV is the 

voltage acceleration factor. Generally, AFT is modeled through the Arrhenius relationship:  

 

  (5.1) 

 

where Ea is the activation energy, k is Boltzmann constant, TA is accelerated temperature, and T0 is 

nominal operating temperature. AFV is modeled by the exponential law:  

 

  (5.2) 
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where � is the voltage acceleration coe�cient, VA is the accelerated voltage, and V0 is the nominal 

operating voltage. This multiplication model gains popularity because it is easy to apply reliability 

projections without building a lifetime model that �ts a range of temperatures and voltages. 

However, companies usually neglect the multiple-failure-mechanisms’ e�ect at the system level 

and simply assume Ea and � are stress-independent. They only provide one Ea for AFT and one � for 

AFV at each technology generation. Without solid proof, this kind of practice only provides a rough 

reliability estimation, which is not enough to fully exploit the tradeo�s between performance and 

reliability. Simulation shows that Ea and � depend on stress voltage and temperature when multiple 

intrinsic failure mechanisms are involved.  

5.2 Individual Failure Mechanism Lifetime Models  

 Relentless scaling for better performance keeps generating new reliability challenges in every 

aspect of process technology. EM, the main reliability concern of interconnects, needs to be 

handled carefully because of the dual threats posed by decreasing feature size and increasing 

temperature. To meet performance and reliability requirements, copper interconnects have 

gradually taken the place of aluminum-alloy metallization, due to its low resistivity and high 

resistance towards electromigration. Copper interconnects have di�erent EM characteristics 

compared to aluminum. They are interface-dominated [186] and have larger activation energies 

[187]. TDDB has always received a lot of attention because device scaling keeps driving the oxide 

thickness down; however, the supply voltage scaling does not keep up with the pace. The direct 

impact of this non-ideal voltage scaling is an increase in gate leakage and tunneling current, which 

decreases the oxide lifetime. An empirical observation is that as gate oxide thickness reduces by 

�Tox (in nm), by scaling, the leakage current will increase by 10 �Tox [188] and TDDB lifetime will 

reduce by the same 0.22 factor. Oxide-breakdown-related failures are often reported in device 

burn-in tests of deep submicron technologies [189, 190].  

 

Device scaling also increases susceptibility to another failure mechanism, NBTI, which occurs 

primarily in p-channel metal oxide semiconductors (PMOSFETs) with a negative gate voltage 

bias. The interface-trap density generated by NBTI has an inverse proportionality to oxide 

thickness (Tox), which means NBTI becomes more severe for ultrathin oxides [82], while the 
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NBTI-generated �xed charge has no thickness dependence. Like NBTI for a p-channel metal oxide 

semiconductor (PMOS), HCI induces interface states and causes degradation of n-channel 

MOSFETs (NMOSFETs). Although well contained by channel engineering, it still shows up in 

real applications [191].  

 

To model system reliability, all of the intrinsic failure mechanisms should be considered since 

any one of them might cause system failure. Various lifetime models have been proposed for each 

failure mechsnism. As the goal is to show the unique characteristics of system lifetime and voltage 

and temperature acceleration, we will adapt the generally accepted models here. 

  

Failure rate model and acceleration factors for EM, HCI, TDDB, and NBTI are listed below.  

 

1. EM  

 From the well known Black’s equation [192] and Arrhenius model, failure rate of EM can be 

expressed as:  

  (5.3) 

 

where J is the current density in the interconnect, k is Boltzmann’s constant, T is absolute 

temperature in Kelvin, EaEM is the activation energy, and n is a constant. Both EaEM and n depend on 

the interconnect metal. Recently, copper/low-K dielectric material has been rapidly replacing 

aluminum alloy/SiO2-based interconnect. For copper, n has been reported to have values between 1 

and 2 [186] and EaEM varies between 0.7 eV and 1.1 eV [130]. 

 

 In Equation (5.3), current density, J, can be replaced with a voltage function [193]:  

·  

  (5.4) 

 

where C, W, and H are the capacitance, width, and thickness of the interconnect, respectively. f is 

the frequency and p is the toggling probability; therefore, �EM is also a function of voltage:  
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  (5.5) 

 

The EM acceleration factor is:  

 

  (5.6) 
·  

2. HCI  

 Based on the empirical HCI voltage lifetime model proposed by Takeda [48] and the Arrhenius 

relationship, HCI failure rate �HCI can be modeled as:  

 

  (5.7) 

 

where �HCI is a technology-related constant and EaHCI is the activation energy, which varies 

between �0.1 eV to �0.2 eV [55]. The negative activation energy means HCI becomes worse at 

low temperature. The HCI acceleration factor is:  

 

  (5.8) 
·  

3. TDDB  

The exponential law for TDDB failure-rate voltage dependence has been widely used in gate oxide 

reliability characterization and extrapolation. Combining with the Arrhenius relationship for 

temperature dependence, the TDDB failure rate is:  

 

  (5.9) 

 

where �TDDB is a device-related constant and EaTDDB is the activation energy. EaTDDB normally falls 

in the range of 0.6 eV to 0.9 eV [55]. The TDDB acceleration factor is:  
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  (5.10) 
 

4. NBTI  

 Like TDDB, NBTI voltage dependence can also be modeled by the exponential law [84]. 

Considering the temperature dependence together, the NBTI failure rate is:  

 

  (5.11) 

 

where �NBTI is a constant, and EaNBTI is the activation energy, which 

has been reported to vary from 0.1 eV to 0.84 eV [89, 194]. The NBTI acceleration factor is: 

 

  (5.12) 

5.3 Microelectronic System Voltage and Temperature Acceleration  

 In a simpli�ed example, assuming there is no interaction among failure mechanisms, the 

system’s failure rate can be obtained by the sum-of-failure-rates since all failure mechanisms may 

contribute to microelectronic failures.  

 

  (5.13) 

 

The microelectronic system acceleration factor can be expressed as:  

 

  (5.14) 
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Given the models of individual failure mechanisms, the system acceleration factor (5.14) can 

be further expressed as:  

 

  (5.15) 

 

where PE
VO,TO, PH

VO,TO, PT
VO,TO, and PN

VO,TO are failure percentages of EM, HCI, TDDB, and NBTI 

at stress conditions (VO, TO), respectively. The advantage of using these failure percentages here is 

to simplify the derivation process without the need to �nd the absolute failure rate for each failure 

mechanism.  

 

Due to proprietary issues, manufacturer microelectronic device lifetime data is rarely reported 

in the literature. To reveal the characteristics of temperature and voltage acceleration at the system 

(component) level, we can perform lifetime simulation by using the models given above. In this 

example, the component is assumed to be made with 0.13-μm technology with an oxide thickness 

of 3.2 nm. Nominal operating conditions are VO = 1.3 V and TO = 50°C. HCI, TDDB, and NBTI 

are assumed to contribute equally to system failures at nominal conditions. All of the acceleration 

parameters are extracted from published results related to 0.13 μm technology (HCI [195], TDDB 

[129], and NBTI [81]) and are listed in Table 5.1 along with the simulation parameters. We assume 

VO = 1.3 V and TO = 75°C.  

 

Table 5.1. Simulation parameters for EM, HCI, TDDB and NBTI 

 

 Voltage acceleration 
parameter 

Activation energy (eV) Failure percentage 

EM 2 1.2 25% 
HCI 16 -0.2 25% 
TDDB 12 0.7 25% 
NBTI 6 0.4 25% 
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5.3.1 Non-Arrhenius Temperature Acceleration  

 Activation energy is designated as EaSYS
Vi,Ti, which is estimated from accelerated tests at (Vi,Ti) 

and (Vi,TA). If the Arrhenius relationship still holds at the Vi,Ti component level, EaSYS
Vi,Ti should be 

the same for all Ti and Vi. The system temperature acceleration factor AFS
T can be calculated as: 

 

  (5.16)  

 

where PE
Vi,Ti, PH

Vi,Ti, PT
Vi,Ti, and PN

Vi,Ti are the percentages of EM, HCI, TDDB, and NBTI failure at 

(Vi,Ti), respectively.  

 

Using the parameters given in Table 5.1 and setting TA=125°C, EaSYS estimation at various Ti 

was simulated at three voltages: 1.17 V, 1.30 V, and 1.43 V and is shown in Figure 5.1. The 

simulation result clearly shows that EaSYS is not a constant. It depends on the stress voltage Vi and 

the stress temperature Ti. At a given Vi, EaSYS
Vi,Ti is an increasing function of Ti. The reason for this 

is that failure mechanisms with larger activation energies will increase their failure percentage at 

high temperature at a given stress voltage. As an illustration, if |TA�Ti| is considerably small, then 

system activation energy can be approximated by:   

 

  (5.17) 

  

 From Equation (5.17), we �nd that at a given EaEM, EaHCI, EaTDDB, and EaNBTI,  EaSYS
Vi,Ti depends 

on PE
Vi,Ti, PH

Vi,Ti, PT
Vi,Ti, and PN

Vi,Ti. The failure mechanism with the largest activation energy will 

be accelerated the most as temperature increases, and its failure percentage increases accordingly.  

 

As EaSYS is generally estimated from high-temperature acceleration testing, using that activation 

energy tends to suggest an overly optimistic projection at low temperature. For example, if the 

acceleration tests were done at (1.43 V, 125°C) and (1.43 V, 115°C), the estimated EaSYS  is 1.0 eV. 

Using this activation energy to extrapolate the system failure rate at (1.43 V, 50°C) will get an 

optimistic estimation that is 1/14 of the real rate because the ‘true’ EaSYS is 0.60 eV.  



5 Microelectronic System Reliability 

186 
 

 
Fig. 5.1. System activation energies estimated from simulated failure rate at (Vi, Ti) and (Vi, TA). Vi 

=1.17 V, 1.30 V and 1.43 V. At a given Vi, TA = 125°C and Ti varies from 25°C to 124°C. 

5.3.2 Stress-Dependent Voltage Acceleration Factor  

To show the characteristic impact of voltage acceleration, we assume AFS
V follows the exponential 

law.  

 

  (5.18) 
  

where �SYS
Vi,Ti is the voltage acceleration parameter. AFS

V is shown below. 

  

  (5.19)  

 

where PE
Vi,Ti, PH

Vi,Ti, PT
Vi,Ti, and PN

Vi,Ti have the same meaning as presented in Equation (5.16). A 

simulation was performed with the parameters given in Table 5.1; the estimated �SYS is shown in 

Figure 5.2.  
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Fig. 5.2. Estimated �SYS from failure rates at accelerated conditions (Vi, Ti and VA, Ti). Ti = 25°C, 

75°C, and 125°C. For each Ti, VA = 1.56 V, Vi varies from 1.04 V to 1.55 V. 

 

The results show that �SYS varies according to Vi and Ti. As an approximation, if the di�erence 

between VA and Vi is reasonably small, �SYS can be approximated by:  

 

  (5.20) 

 

Like EaSYS
Vi,Ti, �SYS

Vi,Ti also depends on the failure percentages and the voltage acceleration 

parameters. As shown in Figure 5.2, at 125°C, �aSYS is larger at higher stress voltages because 

TDDB, together with NBTI, dominate and the higher voltage accelerates them more than EM and 

HCI.  

 

Using �SYS estimated at (125°C, 1.55 V) to extrapolate a component failure rate at low voltage 

will give an overly optimistic estimation. At 125°C and Vi = 1.55 V, �SYS is estimated to be 10.0, 

while we will get 7.0 if Vi = 1.30 V. In this case there is an approximate 5X difference in failure 

rate extrapolation.  
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5.3.3 Combined Voltage and Temperature Acceleration Factor  

 Considering the voltage and temperature acceleration e�ect together, system acceleration is 

further complicated by the interplay between voltage and temperature acceleration, as shown 

above. Since there is no universal EaSYS and �SYS of multiple failure mechanisms, using AFT with 

one activation energy and AFV with one voltage acceleration parameter for reliability extrapolation 

is not appropriate. Taking the simulation above as an example, we �nd out that failure rate 

estimation using the multiplication model gives an overly optimistic result. The real system failure 

rate at (50°C, 1.30 V) is 20X that of the estimated failure rate using the multiplication model with 

EaSYS and �SYS from high-temperature, high-voltage acceleration testing at (125°C, 1.55 V).   

5.4 Quali�cation Based on Failure Mechanism  

 It is a matter of great complexity to build a system lifetime model to �t all temperatures and 

voltages if there are multiple failure mechanisms at work. The conventional extrapolation method 

using one EaSYS and �SYS tends to give an overly optimistic estimation. For systems with strict 

reliability requirements (such as aerospace avionics), more accurate reliability projections are 

necessary for system design and quali�cation. Using acceleration parameters obtained at high-

temperature, high-voltage acceleration testing cannot be justi�ed because stress conditions tend to 

accelerate failure mechanisms with a high positive activation energy and a larger voltage 

acceleration parameter, such as TDDB, while EM and HCI failures are more common in �eld 

applications. To improve the accuracy of reliability quali�cation, all failure mechanisms should be 

considered in the quali�cation approach.  

 

For reliability quali�cation considering multiple failure mechanisms, acceleration tests should 

be designed to accelerate the target failure mechanism with speci�c stress conditions. This is 

workable because each failure mechanism has its unique activation energy and voltage acceleration 

parameter. Among these failure mechanisms, only HCI has a negative activation energy; others are 

positive. This means lowering the stress temperature will accelerate HCI while decelerating the 

other three failure mechanisms. HCI also has a comparably large �. In an application at low 

temperature and at a reasonable high voltage, HCI failures will dominate. For EM, since copper 
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interconnect has a large activation energy and a small � (� 2), an acceleration test should be 

designed with high temperature and low voltage. The traditional acceleration test with high 

temperature and voltage can be applied to accelerate TDDB and NBTI since both have a large 

voltage acceleration parameter and activation energy. A simulation of failure percentages of each 

failure mechanism at various accelerated conditions is shown in Figure 5.3.  

 
Fig. 5.3. Failure percentages of EM, HCI, TDDB and NBTI at different accelerated conditions. 

5.5 Summary  

 For semiconductor devices, reliability modeling at the system or component level is 

complicated by the involvement of multiple failure mechanisms that have the same stress factors: 

voltage and temperature. The Arrhenius relationship with one activation energy for all 

temperatures has shown to not be valid at the component level if these failure mechanisms do not 

have the same activation energy. The same result can be observed when modeling voltage 

dependence. Using the exponential law with only one constant coe�cient is a good option for an 

individual failure mechanism, but not for the component. A failure-mechanism-based quali�cation 

methodology using speci�cally designed stress conditions over traditional approaches (i.e., one 
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voltage and one temperature) can lead to improved reliability predictions for targeted applications 

and optimized burn-in, screening, and quali�cation test plans.  
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