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A spacecraft is composed of multiple subsystems that work together to accomplish the mission
object ves. One of the most vital subsmgrsforreaths i s
known as the command and data handling subsystem, whiebpsnsible focommanding all

other subsystems amganaging all data sent and received bystipececraftThis thesis describes

t he aut hor 6s vadaud aspediswfithicoommand ana dath aedling subsystem for

two microsatellite missionsvith focus on work that can extended for use anohplementedn

future space missions at tBpace Flight Laboratoryarticular emphasis is giventoh e aut hor
work on design of a new serial interface board, optimizatidootif ground and satellisoftware

related to payload data handling, and development of various application tbresalkslite on

board computerand ground control interfaces.
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Chapter 1

| ntroducti on

Today, there are ovdi500o0perationaimanmade satellitesrbiting the Eartt{1]. While people

may notconstantlythink abouttheirimpact on societysatellites play an integral role in adaily

lives Every day, these satellites provide information and services to support multiple applications,
including, but not limited to, Earth observation, global communications, environment, safety,
navigation,and security2]. One of the many barrieessociated witspacecraftss the high cost

and lengtly schedules associated with the build and laufiths is mainlyattributableto the
conventionaland procedureheavy method of évelopmentwhich focuses omisk aversion as
opposed to managed rig]. What if there was a way of carrying out these crucial space missions
without the excessive cost and protracted schediMese satellites could then Ibaiilt, resulting

in more scientific discoveries, more services to society, and more advancement all around.

With therapid growth of space missions involvingnosatelliteand microsatellite in the recent
years, it is becoming momgidely accepted thasmallersatellitemissions, with lower costs and
faster schedulesanaccomplish as muchs if not morethan conventionabig space missionsa

a growing number of areasSounded in 1998he Space Flight Laboratory (SFL) at the University
of Toronto Institute for Aerospace Studies (UTIAS)a global leader in nanosatellite and
microsatellite missiongsatellites under 10 kg and 100 kg, respectivgly) recognized for its
ultrarlow cost, yet high performance misss.S F Lmission is to lower the entry barrier to space
to allow more productive use of space for the fut@feL appliegshe Microspace Philosophy to

theirspacecraftiesign and development processeschieve bigger returns with smaller satellites.
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1.1

The Microspace Philosophy

The Microspace Philosophgmphasizeshe approachof achieving the lowest cost possible to

accomplishhigh-value spacebjectives without sacrificing quality or introducing excessive risk

[5]. This approach is executeding

il
il

typically modern, hightech, commerciabff-the-shelf (COTS) components,

embedded systems with more complex software, which allegsction in sizes of these

systemsand

a bottomup approachthat informs and moderatdke traditionaltop-down approach,
which allows the conventional requiremeraad performanceriven design to be viewed

with a capabilitiesand costdrivenmindset]6].

The benefits of the Microspace approach are as follows:

1)

2)

3)

For a given level of functionality, overall spacecraft size is reduced as a result of
emphasizing the use of COTS technolagyd embedded systems with more complex

software
Engineers involved in the missions gain experianoeh morequickly and frequenyl, as
they will likely see their work reach space annuatiynparedo every decadg].

Fora given cost, a larger number of smaller and less expensive satellites can be produced,
which in turnactivates and promotesvirtuous cycle, resulting in an increase in demand

and reliability ofsimilar future mission$7].

This philosophy is established on the belief that cheaper and faster miksadn more

accomplishmenti spacd3]. This helps to increase not only demaldtalsoconfidence in more

space missions. Leveraging the ladvances in commercial technologies in order to proaide

performance advantage in space fisiure spacebased data users, SFL is at the forefront of

employing the Microspace Philosophy in space mission d§sjgn
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1.2 NEMeHDand N@&r $MJatcrosatellites

This thesis descr i be ghetommandand data handing subsgstem bnb u t

two microsatellite missions:

1 the NextGeneration Earth Monitoring and Observatiokligh Definition (NEMOHD)

mission, and

M the NoSat3 mission.

This section provides a geneoaitlineof both missions as well abrief overview of thecommand

and data handling subsystem.

1.2.1 NEMO-HD Mission

TheNext-Generation Earth Monitoring and ObservatioHigh Definition (NEMOHD) satellite

is an Earthobservation microsatellite developed for the Slovenian Centre of Excellence for Space
Sciences and Technologies (Sp&tg NEMOHD i s Sl oveni ao s-definitionst s«
i maging and video fr omsNEMO tethnology Iboiptoducelaéiighe r a g
performance imaging and video missiorhe main objectives of the mission are to provide
moderate to highresolution Earth imagery in a number of bands and transaltime high

definition videos with both wide and maw fields of view.

1.2.2 NorSat-3 Mission

TheNorSat3 satelliteis a maritime monitoring microsatellite developed for the Norwegian Space
Centre (NSC), following from the highly successAlESatl, -2, and-3 andNorSatl and-2
satellites also built by SEINorSat3 is, therefore, the sixth Norwegian satellite built by SFL for

the purpose of providing governmental users in Norway with data that are crucial for assuring
protection and safety in Norwegian wateféis satellite is designed to capture signfatsm
frequencies allocated for civil navigational radars by the International Maritime Organization
(IMO), and demonstrate an experimental payload to augment ship detection capabilities from its

Automatic Identification System (AIS) receiver.
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1.2.3 Command andData Handling Subsystem

A typical spacecraft is composed of a payload subsystiéra main subsystem used to fulfill the
mission objective(s) andthe bus or platforr which consists of various subsystems that support

the payloas)i n i ts operations. One of these cruci
the spacecraft: the command and data handling (C&DH) subsy$teammain function of this
subsystem is to perform dyoard operationgrocess various types of daad nanage all internal
communications between tharioussubsystems on the spacecf8ft Simply put, it is responsible

for handling all the data sent and received by the spacecraft, as well as commanding the different

subsystemaccordingly.

Closely associated with the C&DH subsystem, is the ground segment software, which refers to all
the grounebased software elements of a spacecraft used by the operators during the mission. The
ground segment software allows ground contraihef spacecraft as well as management of the
spacecraft datg]. Depending on the role amdrrespondindgunctions, ground segment software

can fall under the following categories:

1 Control software: programs used for interang with the satellite or with any
subsystem(s) of the satellite.

1 Planning software: programs used for generating sets of commands for the satellite.

1 Monitoring software: programs used for autonomously monitoring specific parameters

(i.e.telemetry) of any subsystem(s) of the sate]li].

While ground segment software is not typically considered a subsystem of a spacecraft, the
controtrelated ground segment software discussed in this thesigasledas gpart of theoverall

C&DH subsystem.Although wellestablished, there is always room for improvement and
development in software, and this thesis touches on some of significant aspects of the overall
C&DH subsystem that the author has contributed to dimémdime on the two missions.

1.3 The®bpectives and Outline

This section explains the state of work on both the NBEM®Dand NorSaB satellites at the time
the author joined the respective missiangroduceshe resulting thesis objectives for each, and

provides an outline of this thesis document.



CHAPTER1 INTRODUCTION 5

1.3.1 NEMO-HD: State of Work and Thesis Objectives

From ageneralmission perspective, at the time the author started working on the NEHMO
mission, the overall design asatellite build was complete, with the exception of the primary
payload integratiorwhich was completed in paralléd the authorfinishing her work on the
mission From a C&DH subsystem perspectitiee software for both the satellimmputersand
ground segmentrogramswere functionally complete. However, the traditional method used at
SFL for requesting and downlinking payload data was obseneglitsufficient for this particular

mission.

Compared to previous SFL missions, NENHD is an exceptionally datiatensive mission,

which means large amounts of payload data are expected to be collected and required to be
downlinked to ground. Due to ambination of factors, such as the significant difference in the
downlink and uplink rates (50 Mbps vs. 4 kbps, respectively), the large amounts of data collected
and required for downlink, and the lossy communication that naturally exists between tite satel
and its ground station(s), the traditional method used at SFL for requesting and downlinking data
T on this particular mission results in an effective downlink data rate that is heavily reliant on

the uplink rate.The effective data rate, which igmained in greater detail iBection 3.5 is

defined as the total size of files requested for downlinking divided by the time taken to download
all the requestefiles successfullyThe mainissueno t i vat i ng t hteatthe missiom r 6 s
is not capable of utilizing the higépeed downlink rate to its full potential; instead, the rate
becomes heavily dependent on how fast, or in this case, how slow thetsefguehe files and

their missing segments can be uplinked to the satellite from ground. At such a detailed and
advanced phase in the development process, investing in a new uplink system capable of faster
rates would have added significant cost andydelaghe mission. Therefore, the preferred approach

was to improve the overall process via software. This thesis explains the baseline algorithm that
was initially developed and i mpl emented to

contributions andorrespondingesults to improve the effective data rate.

The NEMOHD portion of thisthesipr e sent s t he authordés work or
programs to achieva target effective data rate of 24 Mbps, specifiedsettion 3.5 for the
payload data downlinking portion of the mission in the woeste scenarso The highlevel thesis

objectives for the NEMEHD portion include:
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1 locating and fixingcauses of delay observedtireground segment software

1 configuring as necessarthe algorithm used by the ground segment software program and

satellite computers responsible &tecutinghe payload dateequest andownlink,
1 finding the parameter values required to achieve the target effectivatatand

1 performing test$o prove requirement compliance.

Although future missions may employ uplink systems with higher rates than NERM@ s, S i n
the ground will always hauwmore power available than a satellite would, it is typical for satellites

to have a downlink rate that is faster than the uplink rate. As data becomes more valuable and
advances in technology allow satellites to be capable of collecting more and madretdata, a ut h o r
work on the NEMGHD mission provides an extendable and configurable solution for ensuring

t hat a satellitedos effective downlink data

relatively slower uplink rate

1.3.2 NorSat-3: State of Work and Thesis Objectives

As the NorSat3 satellite utilizes the heritage platform from its predecessors Nbr&ad-2, at
the time the author started working on this missibe, overall design was complete with the
exception of updates required to accommotladedevices unique to NorSatSimilarly, from a
C&DH subsystem perspective, tapproach was to use software that was used on Nbr&ad

-2, incorporating modifications required to accommodate the devices unigue to-RorSat

The NorSat3 portionof hi s t hesi s presents the authoroés
testing the C&DH subsystem for the satellite, whiclolves C&DH hardware as well as software
for the ground station programs and 8wl | i dn-boa&rd computer The highlevel thesis

objectives for the NorS&8 portion include:

1 designing, manufacturing, and testing the serial interface board,

1 developing the interface and software for retrieving telemetry values of a new receiver,
1 developing the interface and software for the newqgaalyon NorSa8,
1

developing the interface and software f@andlingcommandghat cannot beperformed

using the andard programs and application software
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Al t hough a significant p o r-3 also imcludetl develoging andt h o
performing the long form function test for the overall spacearadtconfiguring software foall
threeon-board computers, this thesis focuses on the more itimevand original contributions

that can be extended for use on future missions.,

As mentioned above, t he a8 missioon dissussedimthis thebiau t i
presents work that can be easily configured and used on future SFL mislksandevelopments,

both hardware and software, that carnrdesedon other missions are extremely valuable in the
space industry as they allow more time and money to be allocated for new work. From a hardware
perspective, using hardware that has been apdrayualified, and flown on a previous mission
significantly reduces the resources spent on review processes and testing for that component. In
addition, future missions can improve on the design, if necessary, based on lessons learned from
previous missins that have used that hardware. From a software perspective, incorporating
approved code allows more time to be allocated for improvements and optimizations based on its

previous performance.

1.3.3 Thesis Outline

This thesis descr i ls®te NEM@HDandiNorda3 missiorts datusingi b u t
on theobjectives outlined isection 1.3.JandSection 1.3.2and provides appropriate background

informationto help the reader understand phepose andhot i vati on behind th

In terms of the overall outlinepllowing this introductionChapter 2 providesmoreinformation

on thecommand and data handliagbsystemspecific to SFLhighlightingareaghat arepertinent

t o t he wakptesented @nghis thesiS€hapter 3 andChapter 5 provideoverviews ofthe
NEMO-HD and NorSaf3 missions, respectivelyn both chapters, mission requirements and

mi ssion information r el evantChapter 4 and Ghapeeu& hor 6
describet h e a uespomsibildiesson and contributionsto the NEMOHD and NorSa3

missiors, respectively.In bot h chapt er s,-spdcificahesia abjediivesates mi
reiterated in more detail and herissionspecific work and resultare presentedChapter 7
summarizesheaut hor 6 s objectives and warelks et st e er

closing remarks.



Chapter 2

Backgrolmdnmand and Data Ha

The command and data handling (C&DH) subsystemrasigonsible for managing all data sent and
received by the spacecraft, which comprigagoaddatg various subsystem datmdcommands
[11]. From an uplink perspective, where the ground is sendamymands and/or data the
satellite the C&DH subsystemis responsible for receivinghat information from the
communications subsystemecoding them, and then either executing them or digetdtemto

the appropriate subsystem($rom a downlink perspectiyavhere the satellite is sending
information to the groundthe C&DH subsystems responsible forcollecing and handling
different types oflata obtained from the various spacecraft gstieens, including the payload(s),
thenroutingthemto the communications subsystdo downlinkto Earth.The C&DH subsystem

is also responsibl®r collecting telemetryrom all the various devices on the satellite as well as
commanding thattitude detanination and control subsystem, which is responsible for attitude

controlfunctions

This chapter providedackground information on the C&DH subsystespecific to SFL
predominantlhyfocusing onareagertinentot h e a ut HdiscusSesin thisahesk.
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21 Nanosatellite Protocol

The nanosatellite protocol (NSP) is a specially designed protocol used in communication links

between:

1 ground software,

1 ground and spacecraft software,
1 computers on the spacecraft, and
1

threads on the spacecratft.

NSP wasoriginally designed for use on lebandwidth radio communication links between a
spacecraft and its respective ground statioig) has sincebeen adapted for use over various
wired links and for intracomputer message handling between thr¢hells The devices oboth

the NEMOHD and NorSaB satellites as well as the threads and terminal programs outlined in

this thesis communicate via NSP, unlesplicitly specifiedotherwise

2.1.1 Nanosatellite Protocol Packet

A NSP packet,lsown inFigure 1, has a minimum size of 5 byteshere3 bytesareallocatedfor

the header) or more byes fopacketdata, an@® bytes forcyclic redundancy check (CRC).

‘ Header T ""pata | CRC |
. | Destination| Source Command-Byte
Contents: Address = Address P/F| B | A | Command ] itz
I . 1 . . 1biti1biti1bit] Sbits | . ... | 16bit |
Length. 1 Byte 1Byte uLlLL ] Blyte == Variable: 0 to n bytes (21Igyl::s)

Figure 1. Nanosatellite Protocol (NgPackef12]

The various contents of a NSP packet are as follows:

1 Destination Address:This singlebyte field identifies the destination computer, device, or

application thread on a satellite, or a terminal program on the ground station.

1 Source Address: This singlebyte field identifies the source compuytetevice, or

application thread oa satellite, or a terminal program on the ground station.
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1 Command-Byte: This singlebyte field is divided into four subelds: a bit for poll/final
(P/Fbit), a bit for packet identifier (it), a bit for acknowledgaent (A-bit), and the

remaining 5 bitgor specifying thecommand.

o Poll/Final Bit (P/F-bit): This singlebit field represents a pebit in uplink packets and
a finakbit in telemetry downlink packets. An uplink packet with fiEset to6 1 6
indicates that a reply is expectiedm the recipientA downlink packet with PAbit set
to 06106 i ndi ceaistieedasbheina sequerité of pagkets; which occurs in
bulk-download. Once a master receiveagesponsgacket withthe P i t set t o

is able to send another command.

o B-bit: This bit alternates for every command sent from the groundase wherea
command needs to be resent and a reply is receiviedbithhelps the operators
determine whether the received reply was to the original command or to the resent
command. This information can then be usaddebugging purposes verify if a
problem in the software is the cause of delayed replies

o0 A-bit: This bit representscknowledgementA response packet with thel#it set to
616 indicates that the (AGKnwaeaadA-bitaesto b e en
6006 i ndi crespeetisecomrhaad hastndt been acknowled(dACK).

1 Data: This variablelength field may contain nothingdditional parametelis command
packets, or requested dataesponse packetalthough there is no hard constraint on the
maximum length of this fieldhe typical maximum length used i8@bytes. This preferred
size mainly stems from bit error rates, explainedeéction 2.4 associated with radli
communications. As the packet size increases, the el@ng bit in the packet being
corrupted increases, which means the entire packet becomes corrupted. On the other hand,
as the packet size decreases, the larger the percentage of théhaditleypacket overhead
T the 5 bytes discussed abavexpends, whicldecreases the effective data r&eevious

analyses have concluded th&Ddytes is a good maximum length.

1 CRC: This 2-byte field is used for error checking, which allows frames with incarrec

CRCs to be silently dropped by the receiving device.

For terminology, a frame refers to a packet in its entirety including any CRC fields and delimiters,
while a packet refers to the remaining contents of a frame after encapsulation has been removed;

a macket is therefore a subset of a frame.
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2.1.2 Nanosatellite Protocol for Radio Links

Every spacecraft flown is assigned a uniquebitéigh-level data link control (HDLC) address.
Specific to communication betweensatellite andts respectiveground station(s), radio links
make use of HDLC framing a standard packetization protocol for serial links. Packetization, as
shown inFigure 2, involves prepending and appending a framing ifgt¢ nary A 011111
hexadecimal Ox7E.0-bit insertion bit-stuffing) after five consecutivé-bits, and appending a 16

bit CRC onto the packetVhen using HDLC framing,iisce the framing by®used to indiate the
start and end of a packetnsiss of six consecutive -bits, bit-stuffing is requiredo ensure that

the actual data within the packet does not contain more that+fikgin a rowand be accidentally
processed as a framing byBat-stuffing ersures that any time five consecutiwbifs are present

in the data being transmitted, @i is inserted. The receiving device is aware of thestoitfing
process andherefore, stripsut all the Obits that wereinserted for this purpose before passing
the data tdhe threads on the satellite computers

Destination Source 16-bit
NSP Packet ‘ ddross Addrass |PIF| B A | Command Data[n] NSPCRC‘

— -

—

HDLC NSP Frame I

-

~

ContentS' HDLC FEND | 16-bit HDLé\ HDLC-encoded HDLC encoded HDLC FEND
’ 0x7e Address NSP Packet with CRC 16-bit CRC 0xT7e
B e oo e e ey i
Length:  1eye  “pplc” | Waxss@embits  Mamzobis 1N

Figure 2: HDLC Framing of NSP Packet

On ground, the HDLC packetization and depacketization is handled by the Spacecraft Frame
Interface Controller (SFIC) also referred to as the Terminal Node Controller (TN€)the
NEMO-HD mission which is described in greater detailSection 2.3.4 On the spacecraft, the
HDLC framing and deframing handled by a Serial Communications Controller (SCC), which is
included in the design of tH&FL on-board computers.
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22 OnBoar d CoDmepsuitgenrs

This section provides higlevel information on the ofboard computer(OBC) discussed in this
thesis ecifically, thestandardOBCs used on SFL satellites and the payload OBCs specific to
the NEMOHD mission.

2.2.1 SFL On-Board Computers

At SFL,a s at @&8DH subsgstem is centereslounda number ofOBCsi all identical from

a hardware perspectivehat act in concert to provide housekeeping, telemetry collection, attitude
determination and control, and payload data handling functionaliyyerform the @inctions
required toachievethe mission objectiveld 3]. Themain OBCsdiscussed in this thesis follow a

heritage design that has beéwn on many SFL missionshown inFigure 3.

[ ﬁ - ': ". i ) ;- PR 'J?
.. 4 ' | B

TENRNANE]

TST/LNS 12-05-25

Figure 3: SFLOn-board Computer ABuilt Hardware

The NorSat3 satellite consistef three SFL OBCs housekeeping, attitude determination and
control, andpayloadwhich are predominantly differentiated by their application software
1) Housekeeping Computer (HKC):responsible for basic housekeeping tasks including, but
not limited to, periodic collection of spacecraft telemetry, execution and logging ef time
tagged commands, routing of commands to other OBCs and spacecraft hardware, and
relaying packets through the radio links.
2) Attitude Determination and Control Computer (ADCC): responsible for the attitude

determination and control system functionality of $pacecraft and logging of that data.

3) Payload Onboard Computer (POBC): responsible for interfacing with the payloads on

the spacecratis well aollecting anchandlingpayload data.
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The OBC software comprises a thavel approach: bootloader and apgtion software

T

The bootloader software is run after a powep, exception, or reset, and is identical for
all OBCs from a functional perspective. Its main function is to initialize all hardware to
enable communication between the spacecraft and grtiwnsl allowingthe ground to
upload software and start it. It is also capable of basielsdfemonitoring functionalities

such as access to telemetry and-lewel access to the OBC for debugging purposes.

The application software is loaded by ground commarand is specific for each OBC.
The application softwareonsists of areattime, multi-tasking operating system (OS)
called Canadian Advanced Naatdlite Operating Environment (CANOE), which
provides all the functionality required by the spaceciBfiere are multiple application
threads on the OS which carry out specific tasks required for the type of OBC.

2.2.1.1 RelevantCommunication Interfaces

A list of the variousommunication channels that the OBC design indiglas follows

1

Controller Area Network (CAN): multi-masteiserial commanication protocol. The CAN

interface isusedto communieati t h t he sat el | i bDteefOBCsle.wer s

Inter -integrated Circuit (12C): synchronousvire bus, where one wire acts as a data line
and the other as a clock line. Each OBC contains f@geéripherals, which are typically
used for attitude sensdis4].

Serial Peripheral Interface (SPI) singlemaster serial communication protocol. Each
OBC contains two SPI ports used to interface with SPI devices, which do not use NSP for

communications.

Synchronous Serial: supplied via the SCC, which, as mentionedSicton 2.1.2 is
responsible for the implementation of the HDLC protocol required for radio
communication[15]. As such, the synchronous serial channelspaiaarily used for

communication with the ground over the sa

Universal Asynchronous Receiver/Transmitter JART): serial 2 or 4-line interface,

where ondine is dedicated for receiving armhotherfor transmitting. Each OBC contains

ten UART channels, where two are located on the processor itself and eight are provided
by an eighichannel UART devic§gl3].



CHAPTER2 BACKGROUND: COMMAND AND DATA HANDLING 14

2.2.2 NEMO-HD Payload On-Board Computers

The NEMOHD satellite consists of two SFL OBG4KC andADCC, anddifferent POBCs based

on COTS singléoard computerd he POBCspecific to theNEMO-HD satelliteare based ofh

x86 singleboard computewhich contais three levels of software: bootloader, application, and
recovery[16]. There is one POBC per imaging channel on the NEMK satellite,asexplained

in Chapter 3, summing up to 5 POBCs in tot@RUB (GRand Unified Bootloader), an open
source bootloader commonly used to load Linux on x86 platforms, was selected as the bootloader
for the NEMOHD POBCs. Both theecovery and application kerngtiescribed belovgre Linux

based.

At a highlevel:

1 Thebootloader, which is the first portion of software to execute at a pewgeor reset,

performs hardware initialization tasks and lod@sapplication Linux kerne

1 Theapplication softwarehas been implemented on top of @8, and includes functions
such as configuring the cameras, capturing image from the cameras, and downlinking

saved image data to the ground

1 ThePOBG are to béooted from theecoverykernel wha the application kernel requires
an update or if a fault develops in the file systéine recovery kernel contains the file

transfer, partitioning, and formatting tools necessary to rectify the issue.

23 Ground Software and Equi pment

There arestandardSFL ground software programs used featellite operationswhich are

explained briefly in théollowing subsectionand described in greater detaloughouthis thesis

2.3.1 NEMO Control

NEMO Control is a reatime command and control interface for all thevices on the satellite.
This is the main program used during mission operations which the opzratosdo control all
functi ons related to the satellitebds hAusek:

screenshoof the NEMOControl prgramfor the NorSat3 missionis shown inFigure 4.
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File View Tools

Munc: w5/ @ Current Time: |2E|19-E|1-E|2 18:40:51
Monitor: @ w4 AoS:

i MPS USPN -

M NEMOControl - NorSat-3 (Dec 10 2018 14:04:44) - O %

Snapshot

| I (] Enable Automatic Operations

NJA me to next pass: |NfA

uration: | Nfa

v

| SABR

2015-01-02 18:40:45.152
2019-01-02 18:40:45.185
2015-01-02 18:40:47.324
2019-01-02 18:40:48.394

' SABIN PN B Comms ¥ ACS HW~ Payloads
| HeC OBC Time: |Unknown | Mode: [Unknown | (@ |
€@ | ADCC OBC Time: |Unknown |Mode: |Unknown | e @
iy | PoBC OBC Time: |Unknown | Mode: [Unknown | @ |
Time Message ~
2019-01-02 18:40:45.037 @ The settings have been applied.

ﬁ Mew application log file has been created: C:/_SWN Local/SFL Software/trunk/NORSAT-3/Configuration/Gro...
@ Mew packet log file has been created: C:/_SVN Local/SFL Software/trunk/MORSAT-3/Configuration/Ground ...
%P Connedt to localhostilocalhost:3000)

@ Connected

15

- l‘h’unk,.‘NORSAT—BIConﬁguraﬁonfGround Software /NEMO Control/Logs/Application/MorSat-3-Application-20190102- 134045, csv |

(| =

Application Mo Items

Figure 4: NorSat3 NEMO Control Interface

2.3.2 Payload/Qt-based Mass Transfer Progam (PMTP/QMTP)

Qt-based Mass Transfer Program (QM;T$Hown inFigure 22, is a reaitime interface for the file
systems on the OBCs. It allows operators to:

1 view the files and their states on each of the GECystems
1 upload/download files to/from arof the OBC file systemsand

1 delete any files on any of ti@BC file systems

A common use of this program is to automatically download data from the QB@g a pass.

The types of data includdéut arenot limited to, whole orbit dat@NVOD) logs, which contain
periodically collected telemetry values of all devices on the spacecraft, and payload data logs,
which contain data collected by the payloadf&)jr the NorSaB8 mission, QMTP is used for
interfacing with the file system on @ahreeOBCs: HKC, ADCC, and POBC.

As mentioned irSection 2.2.2the NEMOHD POBCs use different hardware than tjeical
OBCson SFL satellites. As a rat, a program called Payload Mass Transfer Program (PMTP)
based off of QMTPexists specifically for the NEM® D mission. PMTP is a redime interface
shown inFigure 5, for thefive POBCs on NEMGHD, which allows the operator to:



CHAPTER2 BACKGROUND: COMMAND AND DATA HANDLING 16

1 view the files and their states on each of the P@BGystems
1 upload/download files to/from each of the POHE systemsand

1 delete any files on any of the POR@ systems

Therefore, for the NEMEHD mission, QMTP is used for interfacing with the file system on the
HKC and ADCC, while PMTP is used for interfacing with the file system on each of the 5 POBCs.

B MEMO-HD Payload MTP (Jun 7 2018/10:44:33) - ] X
Mux (NSP): |53 &F) | Current Time (UTC): 2018-08-10 21:09:41 I [ Enable Automatic Operations
Mux (UDP): | 580 @ Last UDP Packet Time: M{A Override: Start Stop
Monitor: @ 4| A0S (UTC): M/A Time to next pass: | MN/A Duration: |M/A
- |L:f‘5FLﬂ‘~IEMOHDfSVNfrEpnstEMOHDfGrnund Station PayloadMTP fbuild-windows-msvc2015/x64/Release/_PMTPLogs\NEMO-2018August10-2 10842, tet -
Time Message
17:08:42.762 Q Mew application lag file has been created: Li/SFL/NEMO-HD/SVN/repos/NEMO-HD/Ground Station/PayloadMTP/build-wind - 2015/%64/Rel /_PMTPLog...
17:08:42.746  Welcome GMTP Jun 7 2018/10:44:44)
21:08:59434 @ Connect to 192,168.8.203(N5P Socket]
21:08:59.579 ﬁ Connected (N5P Socket)
Locations % Fing = Clear Al Queues | Downlink State: |Unknown | Speed: |-1 Mbit/s | + Get
v BAM (~0.00Mb/s: 1ms)
tmp ™ Name fa kd U Size (Byte) Date Modified Date Changed Date Updated o
/ img_testperf - MHDPtest_perf_10D "] 15,103,008 2018/07/25 16:12:58 2018/07/25 16:22:19 2018/07/25 16:22:21
NIR. (~0.00Mb/'s: 1ms) MHDPtest_perf_10M 611 2018/07/25 16:12:58 2018/07/25 16:22:19 2018/07/25 16:22:23
BLUE [~0.00Mb/s: Tms) MHDPtest_perf_11D 15,103,008 2078/07/25 16:12:58 2078/07/25 1&22:19 2018/07/25 12223
GREEM [~0.00Mb/s: 1ms) MHDPtest_perf_11M 611 2018/07/25 16:12:58 2018/07/25 16:22:19 2018/07/25 16:22:23
RED [~0.00Mb/s: 1ms) MHDPtest_perf_12D 15,103,008 2018/07/25 16:12:58 2018/07/25 16:22:19 2018/07/25 16:22:23
MHDPtest_perf_12M 611 2018/07/25 16:12:58 2018/07/25 16:22:19 2018/07/25 16:22:23
MHDPtest_perf_13D 15,103,008 2018/07/25 16:12:58 2018/07/25 1&22:19 2018/07/25 1&22:23
MHDPtest_perf_13M 611 2018/07/25 16:12:58 2018/07/25 16:22:19 2018/07/25 16:22:23
MHDPtest_perf_14D 15,103,008 2018/07/25 16:12:58 2018/07/25 16&:22:19 2018/07/25 16:22:23
MHDPtest_perf_14M 611 2018/07/25 16:12:58 2018/07/25 16:22:19 2018/07/25 16:22:23
MHDPtest_perf_15D 15,103,008 2018/07/25 16:12:58 2018/07/25 16:22:19 2018/07/25 16:22:23
MHDPtest_perf_15M 611 2018/07/25 1&12:58 2018/07/25 162219 2018/07/25 16:22:23
File Browser Queues
Paused | Selected OBC: None Show | Al OBCs * o
Task Status Detail
PAMN
MIR
ELUE
GREEN
RED
h
Queued Tasks Completed Tasks High Speed Download Status
[MSP Packets] Sent: 1 (Waiting for respense: 0), Received: 1 (Duplicate: 0) [UDP Packets] Received: 0

Figure 5: PMTP Interface for NEM@HD

2.3.3 Mux Programs

There are three Mux programs called: MuxMaster, MuxStation, and MuxControl. The MuxMaster
and MuxStation programsshown inFigure 10, work in pairsto forward and routgackets
between the terminal programs on ground (NEEG@ntrol, QMTP, etc.) and the satellite. The
MuxControl programallows the operator to select the tyglecommunications they wish to use

for the downlinkanduplink.



CHAPTER2 BACKGROUND: COMMAND AND DATA HANDLING 17

2.3.4 Spacecraft Frame Interface Controller

The Spacecraft Frame Interface Controller (SFIC), referred to a¥dahminal Node Controller
(TNC) on the NEMGHD mission is a device which provides anterface between the ground
signal chain and th®lux programsAt a highlevel, the SFIC is responsible for theuting and
packetizatiofdepacketizatiowf packets sent and received via radie,, HDLC-framed packets.

Each satellite is assigned a dmded SFIC and a unique HDLC address. As such, only packets
with the appropriate HDLC framing and CRC values received by the SFIC are forwarded to the
MuxStation.

24 Bi t Error Rat e

Bit error rate (BER) is a key parameter used to assess the ftib-@nd peformance for digital

communications, including the transmitter, receiver, and the medium. BER is defined as the
number of bits that are incorrectly received (number of bits with errors) divided by the total number
of transmitted bit$17]. The rate is typically expressed as 10 to the negative power. The equation

used to calculate BER is as follows:

AAN p

Y
s
where® is the number of bits with error (incorrectly received) ands the total number of bits

transmitted. For instance, a BER of*liidicates that out of 100,000 bits transmitted, one bit was

incorrectly received (in error).



Chapter 3

NEMEHD Background

This chapter provides an overview of the NEMID mission focusingon areas of specific
rel evance t o t he. Thsurclbhdes nmission treyeranerspplisable © ¢he
aut hor, destailsnoo thk payload subsystem, a Hayel look at theni s s iolserv@ateon

concept, and thmainchallenge the auth@ontributed tdor the NEMGHD portion of the thesis.

31 NEMEHD Mi ssion Overview

Next-Generation Edn Monitoring and Observation High Definition (NEMGHD) is a high
performance, multispectral, Eaftibservatiommicrosatellitedevelopedor the Slovenian Centre
of Excellence for Space Sciences and Technologies (SHa@FL is responsible for thaesigns

of both thespacecraft bus anthe payloadsubsystemwhile SpaceSl is responsible for the
experimental payload anghata processing0NEMO-HD is expected to bé&aunchedin 2019 by
Arianespace on the Vega launch vehideart of the Small Spacecraft Mission Service Proof of
Concept flight[18]. It will operate in a swsynchronous orbit (SSQyith a 10:30 local time
ascending node (LTAN) and altitude between 60@0 km[19].

As Sl oveni ao shighdefingidnimaging and Videa frem Eaah orbit, NEMBD
represents a breakthrough in ngeneratiormicrosatellite missionf20]. NEMO-HD leverags
SFL6s NEMO technol ogy -perormancedireagingtared video midsiorc e
something that was previously only possible on much larger platfoimsa small platform and

18
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at a fraction of the conventional cost. This microsatellite is desitmpdovide highdefinition,
multispectral imaging capabilities with rei@the interactive command and contrdhe resulting
main objectives of the mission are ggoovide moderateto highresolution Earth imagery in a
number of bands and transmit réiahe highdefinition videos with both wide and narrow fields
of view. To achieve these objectivehe NEMQGHD payloadcomprisestwo instruments: a
primary payload for narrovield and highresolution imaging and video, and a secondary payload
for wide-field and lowresolution imaging and videdhe spacecraft weighs approximately 70 kg
and takes the form of an octagonal prism, as showigure 6 andFigure 7, with an envelope of
37.9cm x 57.3cm x 57.3cm (not including the ultra high frequency (UHF) antennas).

Main Solar Array
S-band Antenna

7| «——— Main X-band

Secondary Sun sensor

Payload

)‘ <—— Primary Payload

Experimental X-band Secondary Solar Array

Test Port
UHF Quad-
Canted Antenna

GPS Antenna

Star Trackers Tertiary Solar Array

Figure 7: NEMO-HD System (Back/iew) [21]
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32 Rel evant Mission Requirements

TheNEMO-HD requirements relevanttoh e aut hor 0 s varlistedirorabletd. h e

Table 1: Relevant NEMGHD Requirements

REQUIREMENT NUMBER REQUIREMENT

The instrument shall capture level 0 imagefsno less than one standard scene
defined in the NASA 2006 Earth Science Reference Handbook, from théPARS
and HRSMS imagers. These imagekall be downlinked and processed within
no more than 10 minutes after image acquisition22]

SFL-NHD-PAY-R001-R48

The instrumenthall achieve thefollowing photometric signal to noise ratio
(SNR) for each of the channgbanchromatic SNR of 75 blue SNR of 75 green
SNR of 75 red SNR of 75 andnear-infrared SNR of 75. The photometric SNF
calculation shall be provide{23]

SFL-NHD-OPT-R01-1.2.11

NEMO-HD shall have separate communication frequency bands for Telemeti
Commanding and for Data Downlog@dommand uplink shall be inUHF band.
Telemetry downlink shall be inS-band anddata downlink shall be inX-band.
[24]

SFL-NHD-COM-R102 Thecommand uplink data rate shall be4 kbps. [24]

SFL-NHD-COM-R001

SFL-NHD-COM-R301 Downlink payload data rate shall be no less thab0 Mbps. [24]

SFL-NHD-PAY-R00XR48 derived from a SPACHEI requirementstatesthat all images in one
standard scen@escribed irSection3.4.3 shall be downlinked and processed within 10 minutes
after acquisitionThis requiremenis imperative in setting the target effective data rate (explained
Section 3.5 for themain goal of the NEMEHD portion of the thesiSFL-NHD-OPT-R011.2.11
specifiesthe signatto-noise ratio (SNR) required for each imaging chanmbkls requiremenis

the main driver irthe calculatedstack depthrequired foreach observatiord{scussed irsection
3.4.3. The last three requirements stafeat the satelliteis required to have separate
communication frequency bands for the uplink and downlink, specifically:

1 UHF for the command uplink at a rate of 4 kbps, whidoisstrainedy the SFL hardware

capabilitieson this particular missigrand

1 X-band for the pdgad data downlink at a rate of no less than 50 Mbps, whisétks a

customerrequirement

Llevel 0 images as per the NASA 2006 Earth Science Reference Handl3&kare defined aseconstructed,
unprocessed, fullesolution payload data.

mi
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3.3 Payl Deaedi gn

To achieve its higiperformance imagir
and video objectives, NEMBID6 s p
design comprises two separate telesc
(two different sets of ops), referred to ¢
the primary payload and the seconc
payload. These two telescopes are conn

to a lowresolution detector and a cluste

high-resolution detectors in the range of
T 960 nm[25].

Figure 8: NEMO-HD Primary Payload

The NEMOHD payload consists of 7 imaging and video channels in fo&.primary payload
shown inFigure 8, is for narrowfield and highresolution imaging andideo, comprisingl hight
resolution spectrdl panchromatic (HR&AN) camera, 4 highesolution spectral multispectral
(HRSMS) cameras, ah 1 highresolutioni high-definition (HRHD) video camera. The
secondary payload is for widield and lowresolution imaging andideo, comprisingl low-
resolutioni high-definition (LR-HD) video cameran terms of the payload, thikesis focuses on

theimaging channelspecifically te HRSPAN and 4 HRSMS channelsn the primary payload.

3.3.1 Primary Payload

The primary payloadontains a beam splitterhich splitsthe output from the telescope into the

variouschannelg§26]. The bandwidths for the differenhannelon the primary payloadre:
1 HR-HD: 4007 900 nm (Wideband),

HRS-PAN: 4007 900 nm Wideband,

HRS-MS1: 4207 520 nm (Blue)

HRS-MS2: 5351 607 nm (Green)

HRS-MS3: 6347 686 nm (Red)and

= =/ =2 =4 A

HRS-MS4: 7507 960 nm (Near Infrared (NIR))

and each HRS channel has a corresponding POBC: H®3C POBCGBLUE, POBGGREEN,
POBGRED, and POBENIR, where data taken using tbemerasan be stored.
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Theidea behind variousnaging channels on the primary paylaado employ a parsharpening
scheme.Pansharpeningi shorthand for panchromatic sharpenings a method that uses a
panchromatic image to increase the spatial resolution of a multispectege i[27]. A
multispectral imagecontainshigher spectral resolution thaam panchromatic image, whila
panchromatic imageontains higher spatial resolution thaa multispectral image. A pan
sharpened imageepresents a sensor fusion between the two types, resulting in the best of both

worlds: an image with high spectral solution and high spatial resolution.

3.4 Obs er vQotni coenp t

This sectiorprovides a higHevel look at theobservatiorconceptpertinenttoth e aut hor 6 s
on thismission This includesrelevantterms and definitionsa description oft he spacectr
downlink mode as well as details on the two observation scenarios of interest on the INEMO

mission.

3.4.1 Terms and Definitions

In thisthesis Sl prefixesare used to represent data rates in powers of 10 and IEC-B@D2iixes
are used to represent data quantities in powers of 2. For instance, 1 Mbps is equivalehto 1

bits per second, while 1 MiB is equivalent to 2% bytes.

Therelevantterms used througiut the following sectionso describeghe observation concefuir
NEMO-HD are defined as follows:

1 Frame: image generated from a single exposure by a single imaging sensor.

1 Scene:single rectangular region of interemt the ground, which is independent of the

imaging sensors and contains the full spectral information, spatial resolution, and SNR.
1 Swath: larger region of interest composed of one or more contiguous scenes.
1 Stack: collection of frames added to generatcane and/or a swath.

1 Stack depth: number of overlapping frames that must to be added in order to achieve the
required SNR.
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3.4.2 Realtime Downlink Mode

NEMO-HD has a total of five operating modes: Safe Hold Mode, Detumble Mode, Imaging (Earth
Observation) Mod, Sun Pointing Mode, and Downlink Mofi]. Of the five operating modes,
the one of relevance to this thesis is the Downlink Madedfor downloading observation data
from the satellit¢28]. In this context, observation data includes imagery, recorded video, payload
logs, and/or telemetry files stored on the POBCs. The Downlink Mode itself has two different

types of modes, differentiated by which ground station(s) are in view during the downlink pass:

1 Remote Downlink Mode:case where only the higgpeed downlink ground statidis in

view of the spacecraft during the downlink pass (i.e. the satellite calowhlink data).

In this scenario, the satellite needs to begmgrammed, during a pass in which the full
telecommand ground statidis in view, with a list of desired files and/or file segments

along with a timeagged script to ensure the spaceciaftcommanded to begin

transmission at the appropriate time.

1 Reaktime Downlink Mode: case where both the telecommand ground station and high
speed downlink ground station are in view of the spacecraft during the downlink pass. In
this scenario, the grourstiation can request data, receive the requested data, query contents

of the onboard storage, and/or-request missing segments within the same pass.

As daboratedn 3.5, themode of interest for this thesis is the Rtsale Downlink Mode

3.4.3 Observation Scenarios of Interest

The twoobservatiorscenarios of interest on NEMBD are
1) single 10 km sceneprimary payload operating in snapshot mode, and
2) single 100 km swath:nominal imaging mode passing over Slovenia,

with full stacking[29]. The number of frames aride correspondingmount of data required to

be downlinkedor eachscenariccan be found ifable 2.

2 High-speed Downlink Ground Station: X-band downlink
3 Telecommand Downlink Ground Station: UHF uplink and Shand downlink
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Table 2: Data Sizes oObservatiorScenarios of Interest

SWATH LENGTH 1 SCENE (10kM) 10 SCENE SWATH (10(xm)

STACK DEPTH HRS-PAN: 1 HRS-PAN: 5 HRS-PAN: 1 HRS-PAN: 5
HRS-MS: 1 HRS-MS: 12 HRS-MS: 1 HRS-MS: 12

FRAMES FRAMES FRAMES FRAMES

HRS-PAN 87 1253.09
1 7.18 23 165.11 8 57.43 109 782.50
6 57.53 105 847.68 48 460.17 523 4383.09

The two different stack depths presented able 2 represent single stacking and full stacking.

Due to constraints on the spacecvatumeand mass, the size of the optical aperture of the payload

is limited. This limitation affects the amount of light that can reach the deteatm$or NEMQO

HD, a single frame is not sufficient to meet the SNR requirement specifisBLiNHD-OPT-
R011.2.11 in Table 1. In order to comply withthe specifiedequirement, NEMEHD relies on

the method of stacking successive overlapping images, which boosts the amount of collected light,
thus improving overall SNR. Radiometric analysis has shown that the required SNRasfp&s

the requirement;an be achiewkwith a stack depth of 5 for the HFEBAN channel and a stack
depth of 12 for the HRMS channel$29].

The standard scene in requirem8Rt-NHD-PAY-RO0XR48refers to the single 10 km scene with
full stacking which refersa the second column ifiable 2, totaling up to just under 83@iB in

size

35 Chall enge: Effective Data Rate

Typically, having a downlink rate that is significantly faster than the uplink rate doesusd
substantialimitations. This is because the data being requested for downlinkingwaeity much
larger in size than the commands requesting thatBatastance, irthe case ohsatelliteground
link wherethedata being downlinked i file captured byhe payload, the data being uplinked to
request for that filevould be a single command@he uplink, in this caseyould be a few bytes in
comparisorto the thousands of bytes that file to be downlinked could b&oran exceptionally
dataintensive missionike NEMO-HD, thesignificant difference in the downlink and uplink rates
(50 Mbps vs. 4 kbpsjesultsin an unforeseenchallenge specifically during the Reattime
Downlink Modedefined inSection 3.4.2
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The issughatwasidentified on NEMGHD is the overall rate of the request and downlink process
for the payload dats heavilyaffected bythe uplink rate, which means the higheed dowrhk

ratecamot be utilized to it$ull potential. This problem is due to a combinatén

1 expectedossy communication betwedme satellite andts ground statio(s),

1 significant difference ithedownlink and uplink rates (50 Mbps vs. 4 kbps, respeltjy
1 large amount opayloaddata requiredor download and
1

each holérequest occupying bytesof anuplink packet

During a pass, NEM@D can expect a worstase BER of 18, which translates to downlink

packet error rate (PER) of 8%s peithe optimal downlink packet size analyg3€]. This means

for each requested file that is downlinked, up to 8% of the total packets can be incorrect, and thus
discarded and labelled asgsing. In Reatime DownlinkMode, these missing packets, termasd

A h o | aeedobe requested via the UHF uplinkhe problemwith requesting holeander these
conditions is that the uplink packets for requesting the missing segoa@nist beuplinked to the
satellite fast enough tdilize the full 50 Mbps downlink ratdn other wordsthe downlink process

in Realtime Downlink Mode is limited by the uplink t& asthe satellite can only downlink
requested packets as fast, or in this case as slow, as the commands can be Tiptirdfede, the

valuethat is important oNEMO-HD is the effective data rate, which is defined as follows:

i €
> @
wherei is the effective data rate in Mbps, is the total size, in megabits (Mb), of files
requested/queued for downlinkirendo is the total time, in seconds, taken to dowkli

all the files fully and correctly.

Explained inSection 3.2andSection 3.4.3SFL-NHD-PAY-RO0tR48states that a single 10 km
scene with fullstacking shall be downlinked and processed within 10 minutes after image
acquisition. In setting a target effective data rate for this thesis, ita@ded that half of that
time, 5 minutes, be allocated ftihve downlinking portion, leaving ample timéetremaining 5

minutes, forfiprocessing purposes.

4 Hole: segment (one or more consecutive packets) of downlinked file that was dropped, and is, therefore, missing
due to lossy communication between satellite and ground station
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As detailed inTable 2, the total amount of dat® downlink for a standard scene, as per the
requirement,is 847.68 MiB. Using the conversion from MiBto bits where p- E "

p ¢ 1p T ¢ WA E hOtotal amount of dato downlinkin Mb is:
VTY prigtpmc W Xpprvly cRMAEOG 8 E'H

Using¢ X p @me Aando v o1 on@AAT With @), the target effective
data rate is calculated as follows:
I A
L e T
ona

It is alsoimportant to note that the uplink channel is not purely reserved for pajddadownlink
purposes. Even during Re@he Downlink Mode, other commands unrelated to payload data
requestsnay be uplinked. Therefore, the full uplink rate of 4 kla@s not used to justify the
compliance of achieving the specified target effectiva date. Based atata and experience from
previous SFL missions, it was decided that a more realistic uplink rate to assume for payload data

downlinking activitiesvas3.5 kbps.

Therefore, the main goal of the NEMEAD portion of this thesisvasto configue the existing
software programs to achiewsnsistenteffective data rates of at least 24 Mbps for the two
scenarios of interest in the worsdse scenario (i.e. highest expected BER full stacking using

an uplink rate of 3.5 kbps.



Chapter 4

NEMEGHDACcChI etvhleag e ect i ve

This chaptepr esent s the author éds c on tinrachieung tamet s
effective data rageof greater than 24 Mbps for the twoenarios of interest on the NEMdAD
mission Specifically, thischapterdescribes the test set@md thevarious software programs
involved, explainsthe baselinealgorithmused in thepayload data downlink procesdentifying

its limitations defines thea u t hgoal ahdgesultingobjectives for the NEMEHD portion of this
thesisd et ai | s wonkendaanttibutmns é $he missioand presents tireresults.

41 Test Setup

All testing was done using the NEMBD flatsat, which is a functimal and electrical

representation of the satellite itsé¥fl results presented in this thesis were obtained by simulating

radio communicationever CAN as opposed tdirectly using radio communicationsainly due

to the fact that the hardware requiredrfradio communicatiwas being used by the actual
satellite for other testing purposegring this periodBefore obtaining the results, multiple tests
wereexecutedandrequiredmodifications(explained inSecton 4.5 were madéo ensure that the
simulation using CAN was accuratelyrepresentative oEommunicating overadio. Figure 9,
provides a higHevel look at the test setup that was ysamad Table 3 providesdescriptions of

various software programs and units involuethis setup

27
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COMPUTER

Other
Payload Data

LAPTOP #2

MuxMaster

NEMO Control
Real-Time
Command & Control
of Spacecraft

PMTP
Payload Mass
Transfer Program

TCP/IP

LAPTOP #1

MuxMaster

MuxStation

TCPAP

ubpP

‘ NEMO-HD FLATSAT

Synchronous Serial —

1 _Radio 4
o SR R S-Band Transmitter X-Band
Transmitter

Synchronous Serial AR
UHF Receiver VD!

> ADCC | —FP XIP [+
CAN CAN
I UART

‘ SIB ‘
A

' - v - v

POBC-PAN ‘ POBC-MS1 ‘ ‘ POBC-MS2 ‘ ‘ POBC-MS3 ‘ ‘ POBC-M54

l l I J |

+ Ethernet

Ethernet

Ethernet Switch

Figure 9: NEMO-HD Test Setup

Table 3: Description of Software Programs and Units in NEMO Test Setup

SOFTWARE PROGRAM [/ UNIT

DESCRIPTION

NEMO Control

Payload Mass Transfer
Program (PMTP)

MuxMaster and MuxStation
pair

Terminal Node Controller
(TNC)

Ethernet Switch

X-band Interface with Payloa
(XIP)

UnXIP

Realtime command and control interface of satellité#fa, including all
housekeeping, power system, payload, and attitude control functions.

Realtime interfaceof all 5 POBCs on satellite/flatsat, responsible for the req
and downlink process of payload data stored on the POBCs.

Responsible for forwarding and routing packets between the terprimgdams
on the computer and the satellite/flatsat.

Radio network device used to send and recgaekets over radio.

Responsible for multiplexing higbpeed data links from the 7 imaging and vic
channels to the XIP.

Responsible for mapping ethernet data from POBCs to thand transmitter.

Responsible for mapping-Kand receiver data at the ground station back to
Ethernet to send to grousthtion computer.
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Regarding the test setup, the authordés ,compl
NEMO Control and PMTP, responsible famterfacing with the flatsat and various POBCs
respectivelyThe two laptops connected to the flatsat, referred taptop #landLaptop #2 both

ran instances @MuxMaster and MuxStation pair. The pair running.@ptop #1was responsible

for routing packets between the terminal programs and the flatgath includedpackets from

PMTP and NEMOControlas well asall packetsrom the flatsaunrelated to payload data. The

pair running orLaptop #2was responsible for routirall packets related fpayload data from the

POBCs on the flatsat to the terminal prags on the computer. It is also important to note that

the MuxStation program allows simulated BERs for both the uplink and downlink, and the

MuxMaster program allows simulated uplink rates, as show#igire 10.

7 5 <
&) MuxStation (NHD-Flatsat) (Build: Jan 4 2018, 16:45:04) L= bl | [ 25 MuxMaster (NHD-Flatsat) (Build: Feb 22 2018, 17:43:26) b
Schedule] Messages] Masters] Schedulers} Taps ] Ennfigure] Tracker Chaing 4| » Schedule] Messages Configure ITLE 1 Cunnecliuns] PIU[UCU|S] Chain slalus] AL

[Flatsat ~| Satellie identifier |38797
seN |psM |TC |can | HSUT | ChainManager Settings | Satelite name |HHD Flatsat
Simulated BER (e.g. 1e-5; O for lossless) Packet log folder: |C3\MCC\LUQS\MUX Master .
Uplink Bit Error Rate: | 1.000000e-005 ¥ Enable Telemetry log folder: |C1\MCC\LOQS\MUX Master .
Downlink Bit Error Rate: | 1,000000e-005 W Enable Messages log folder: |C:\MCC\Logs\MU>< Master .
Mirirnum elesatior: 5 degrees
Show Queue Size: v
T Rate to Station: a2 EPS
Dizcard Apply
. | .

Figure 10: MuxStation and MuxMaster Programsimulated BERandUplink Rate

Since all 7 payload channels use Ethernet for interconnect, an Ethemtedt was selected to
connect all the channels and multiplex the ksgleed data links to the XIP. The XIP encodes and
translates all Ethernet packets into synchronous serial data before forwarding them-tmatite X
transmittey which sends theraver rado to the receiver on groun@he UnXIP accepts the low
voltage differential signaling data from the receiver, descrambles the data, decapsulates the HDLC
framing, and converts éreceived packets to Ethernet before forwarding thelmaptop #2 The

Mux pair on Laptop #2forwardsthe downlinked payload data packets to the PMTP on the
computer After receiving the requested data, the PMTP software locates any missing segments
and aitomatically uplinks request packetsltaptop #1to be forwarded to th@OBCs on the

flatsat. This process is repeated until the requested files are fully downloaded.
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42 BaseAl gqer i t hm

The baselinealgorithm refers to thanitial holerequestalgorithmthat had been implemented
thePMTPsoftwarepr i or t o t h e oathephojeatid shortawhéreoreqaested dila
is receivedthebaselinealgorithmlocatesall themissing packets (holes) of that fded constructs

the appropriateplink packetsto request fothoseholes

The picture shown inFigure 11

B File Transfer Status Viewer ? x

P rovides a visual re prese ntation ~Filename: NHONnoIDset_100), Filesize: 7,527,600 Bytes (23405 Packets)

-Number of downloaded packets: 26312 (89.48%)

the packets as they are downloac 2 I 0

Specifically, this picture shows hc 2 —
. e
many packets were receiv R

correctly in the first downloa Lol i
attempt of a 7.5 MB fi at 16° BER,

I (R [ 1 |
wherethe green blocks represent | [ || ] RN

: N T
successfully received packetsd T | Y

the white blocks represent t il b |"I|I
T

incorrectly received, and therefol
missing  packets. For every
requested fileeceived, thdaseline

algorithm determines whicbf the R

v

padkets are missing, ar . _
Figure 11: Visual Representation of Packets Downloa(esI TP)

therefore, need to be-requested. (First Download Attempt of 7.5 MB file at tBER

This algorithmcreatesrequests for these holes (one or more consecutive missing packets) by
specifying their offset and | ength. Anthatol e 0
hole, while a holeds | engt h r eohstitueshatthale. Theh e n |
hole requests are 4 bytes in size, where 2 bytes are used for specifying the offset and the other 2
bytes are used for specifying the length.

o] 1 2 3 4 5 B 7 8 ] 10 11

Figure 12 Zoomedin Look at Missing Packets
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Looking at a hypotheticapan of 11 packets shown kigure 12, the baselinealgorithm will
specify two holesThe first hole requeswill be identified as: offset £x0001 with length =
0x0004, while the second hole request will be identified as: of€0009 with length =0x0001,
which togethewould occupy 8 bytes of an uplink packédditionally, this algorithm is designed
to group certain holes togethzased on the number of correct packets they are apadifically,
less than 5 correct padke Thereforepnceall the holes aréocated the algorithm groups any
nearby holes together. In this caBgure 12 results in a single hole request of offsedx8001
and length =6x0009, occupying 4 bytes of an uplink packet instead of tpa@ tothe algorithm
groupingthe holes together. Although this equates trerpiesting packets that have already been
corredly received, it is understood and explained in the later sections ttiatwdinking correctly
received packefisto a certain extertis much more favourable tharpendingoytes of an uplink

packetfor additional requests

Althoughthisalgorithm haseenand is being successfulliged on previodsurrentSFL missions,
the results outlined iffable 5 in Section 4.6show that it is not sufficient in obtaining the target
effective data rate of 24 Mbps under the conditions specific to the NBM@isson. This can

be attributed to the following majéimitationsthat were identifiean the PMTP software
1 unusually long data processing delays experienod®MTP, and
1 not accounting for varying sizes of files.

The data processing delay represents the ii takes the thread responsible for handling the hole
requests to process a received packet. The acceptable and expected range of this delay is on th
order of milliseconds; however, PMTP was seeing delays up to a minute during the downlink
processThesecond limitatioralludes to the fact that the payload data files to be downlinked can
vary significantly in sizeFor instance, the files making up the single 10 km scamge fromb00

bytes, 7.5 MB, or 15 MB in sizdt is important to note that thengjle 10 km scene contains the
least amount of size variety; therefore, if the algorigtragglesn the least variable casi will

likely perform worse in other cases. Specifically, video files captured using #i¢H& LR-HD
channels can be as large 50 MB Naturally, for a given BER, there will be more holes to request
for files of larger size meaning more uplink packetsll be required.As a result, groblem that
wasobserved with théaselinealgorithmon the PMTP softwaris it disproportionatehallocates

more hole requestor the larger filescompared to the smaller files, which saturates the uplink

channel very quickly, significantly slowing down the overall process.
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43 NEM&HDT he&oal Obna@ctives

As stated irSection 3.5 the main goalor the NEMGHD portion of this thesisvasto configure

the existing software programs to achieve effective data odtat least 24 Mbpsgor the two

scenarios of interest in the worsdse scenario (i.e. highest expected BER full stacking using

an uplink rate of 3.5 kbpslaking into consideration the limitationgith the PMTP software
identified inSection 4.2 this goalcan be broken up into the followirgpjectives

1 locate and fix the cae®f the data processing delay seen in PMTP,
1 configure the PMTP softwa@nd/or POBC softwarasnecessary

1 find the optimal parametergquiredto achieve thdargeteffective data rateinder the

specifiedconditions and

1 perform tests to proveequirement compliance

4.4 PMTP Sofiftmpaoe& ement s

T he a uwbrkanthéexisting PMTP software aadto resolve the two limitationslentified
in Section 4.2 Specifically, this section preseritish e  a wmodificatiodssto the software to
significantly reduce the data processing delay as wealbagibutionsto thebaselinealgorithm,
termed theupgradedalgorithm to account for thevariousfile sizesand increasehe overall

effective data rate.

4.4.1 Data Processing Delay

The data processing delay represents the time it takes the thread responsible for handling the file
hole requests to process a received packet, with the acceptable rangenbibiegrder of 0 2

ms. PMTP, however, was seeing delays up to a minute during the downlink process.dfyen if
changes were made to the algorithm itself, the improvements would not beoussfeth apparent

with such large delaym place Thereforebefore any modification the algorithmcould be
implementedthis data processing delay issue had to be resolved.

As the source of the data processing delay completely unknown, the overall debugging process

includedinvestigating all the differenthread and functiongn the PMTP softwargelated tahe
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data downlink proces€riginally surmised to have bedune toa bigger component, the principal
cause of the long data processing delay acsally discovered to be poor choice in initial

congruction of a list.

A global list,m_hs_download file_list , is a list which contains all the namasd information

of the files requesteiom PMTPfor high-speed downloading (i.e. download viabdnd).Every
time a packet related to higipeed downloadinig received, this list is searched to obtain relevant
information regarding that file(sjhe search through this list Wi major component thelong
data processing delagttributedto its initial constructionWhen files were requested for high
speed downloading via PMTP, they were being appended to th®listto the order of the
downlink process, the file being searct@days ended updinglocated at the end dhis list.
This meantas more files were requested for higspeed downlinking, the longer thaata

processing delay became.

Therefore, the solution was modify theinitial list construction, specifically, having tHies
prependedto the listas opposed to appended. Once this change was implemented, the data
processing delays were seen to be in the rangé @fids as expected.

4.4.2 Brute Force Algorithm

Onemethod that was consideradhen the author first approached tbisllengewas the idea of
using a brute force algorithm. Specifically, requestind downlinkingentire filesmultiple times
until all segments of the filegre all fully receivedas opposed ttncating andequestingeach of
the missing segments. Theasoningbehind thiswasthat sincethe brute force algorithrwill
requiresignificantly less uplink packetsheissue of saturating the uplink chanret observed
whenusing thebaselinealgorithm is nonexistentThis method had never beg@emedeasibie as
no previous SFL missiomashad such a high downlink rate as NEMHID. However, we see from
the resultspresented imMable 5 in Section 4.6 that although the downlink rate is significantly
faster, it is not sufficient tpustify downloadng all therequiredfiles multiple imes. Since the files
for downloading on this mission are not origrge in quantity, but in size as well solely
eliminating the saturation on the uplink side does not necessarilytequaincrease ithe overall
effective data ratdt can be observetthatsaturation on the downlink channglpossibleas well

whichalsoimpactsthe effective data ratand is thereforesomething that needs to be considered.
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4.4.3 Additional Parameters and Upgraded Algorithm

As mentioned irSection 4.2 the baselinealgorithm alone is not capable of meeting thmyet
effective data rateinder the specified condition¥he modifications to thexisting software
programs in ordeto meet the targedffective data rate includan addition otwo parameters

the POBC softwarend an additional parameter amggradedalgorithm in the PMTP software.

4.4.3.1 POBC Parameters: Retransmit Threshold andRetransmit Number

During the time the author was configuring the PMTP software, two parametegadded in
parallel to the POBC software by Nicolaas Handojo at SFILhe parameters
multi_retransmit_thresh andmulti_retransmit_num , areimplemented in th®€ OBC thread
responsible for handling the downlinking of payload dakee values of these parametersiuser
configurable via NEMO Control and togetherthey specify the number of times
(multi_retransmit_num ) that the POBCs shall downlink hole requestaltanthan thessigned
threshold sizenfulti_retransmit_thresh ). For instance, parametersilti_retransmit_num
andmulti_retransmit_thresh with values set to 2 and 15, respectively, will result in the POBCs
downlinking all hole requestsiith a sizeless than or equal to 15 packets, twice at the tintieadf
request. These parameters help to lower the probability of havinge@guestsmall holes. This
is preferable because reserving uplink packet space for bigger hole regeastsless satation

in the uplink channel and, thereforegheroverall effective data rates.

4.4.3.2 PMTP Parameter: Maximum Number of Hole Requests per MB of File

An additionalparametercalled max_num_holes_per_MB has beenmplementedin the PMTP
software as part of #dupgradedilgorithmexplained irSection 4.4.3.3Combined withan existing
max_holes_per_request parameterthis additional parametedlows users to setlamit on the

number of uplink packetss per the following equation,

~ . E.h i
¢ AABRL —— 3)
€n
where¢ i s the maxi mum number of wuplink packets
perturng  isthemax _num_holes_per MBi s the size of the file in MB, ared j; is the

max_holes_per_request .
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For instanceparametemax_num_holes_per_MBwith valueset to 13or a7.5 MB file wouldlimit
the maximum number of hole requests this file can send petdut8 7.5 98 Then if
parametemax_holes_per_request is set to 50,liswouldlimit the uplinkto a maximum ofwo
packetgo be used by that particular filwhere one packet contains the first 50 hole requests and

the other the remaining 48

4.4.3.3 PMTP Upgraded Algorithm

Theupgradedalgorithm usesnformation gatherd by the baselinealgorithmin conjunction with
the additionalparameteidescribed inSection 4.4.3.2A high-level flow of theoverall request

procesdgor each file with theupgradedalgorithm,is laid outin Figure 13.

In thePMTP request and downlink process, the first step is to send the requests, whether that be
requestgor an entirefile or for specific holesf areceival file. Once PMTP receiveséidata that

it is expecting, théaselinealgorithm locates any missing segments of the file of relevance.

If it determines thahere are no more missisggmentsthat particular file has been successfully

received and nadditional requests need to s

On the other handf there are missing segments detected ptselinealgorithmgenerates list
of hole offsets and lengths @&xplainedin Section 4.2 After that, he upgradedalgorithm
determines the maximum number of hole requests allowed for that file (8inQnce thais
determined, theipgradedalgorithm uses the listf hole requestsor the file generated by the
baselinealgorithm to determine if the number bble requests in that liss greater than the

maximumnumberof hole requestallowedfor that file

If it is not greatey PMTP uses theriginal list created by thbaselinealgorithm touplink the hole
requests.Conversely, if it is greaterthe upgradedalgorithm regroups the holes into bigger
segments such that the number of hadesgithin the maximum allowed. It does this by grouping

the holes that have the least number of correct packets betweentdhensurethat the least
possible amount of corrg received packets is requested in this process. PMTP then uses the list

condensed by thepgradedalgorithm touplink the hole requests

This process is repeated until the specified file is fully downloaded.
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Figure 13 PMTP Requestind DownlinkProcesd$-low
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